Ant Intelligent Robot: A Versatile and Low Cost Miniature
Mobile Robot Platform for Swarm Robotics Research and
Education

Dan M. Novischi
University Politehnica of Bucharest
Splaiul Independentei nr. 313,
Sector 6, Bucuresti, ROMANIA

dan.novischi@gmail.com

ABSTRACT

In this paper we present the Ant Intelligent RolfAtR), a
miniature mobile platform designed for swarm robatsearch

and education. The proposed system has a moduldr an

distributed architecture that provides the necgssarsatility,
robustness and user accessibility to enable thdy sifia broad
range of applications, while achieving a low ctge also present
a comparison between AIR and other platforms trexewecently
used in collective experiments.

Categories and Subject Descriptors

B.8.1 [PERFORMANCE AND RELIABILITY ]: Reliability,
Testing, and Fault-Tolerance 1.2.9 [ARTIFICIAL
INTELLIGENCE ]: Robotics - autonomous vehicles,
commercial robots and applications, sensors.

General Terms
Design, Performance, Reliability.

Keywords
Mobile robot platform, modular design, distributéthrdware
architecture, small size robot, multi-robot systems

1. INTRODUCTION

Multi-robot systems, as a subfield of multi-agegstems,

have attracted the attention of many researchésipast decade.

The attention received by these systems is twofbllkdware
advancements — a typical smart phone of today'sldwis
equipped with a CPU running at several hundreddllez — and
the expected benefits of their improved efficiercgpplications
in this respect include autonomous exploration, ammed search
and rescue missions, dynamic target tracking, dazar
environment monitoring, waste cleaning and othéns.these
applications teams of robots not only have to rety local
information and overcome the inherent problems witperfect
sensors and communication medium, but they mustligently
coordinate in order successfully accomplish théstast hand.
Moreover, the dynamic of various application enmir@nts, time
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constraints, robustness, flexibility, cost, sizase of use and the
ever increasing demands of user requirements addhéo
complexity of designing such robot platforms.

In this paper we present the Ant Intelligent RoP&IR), a
miniature mobile platform that provides the velggtirobustness
and flexibility necessary for the study of singéexd multi-robot
applications, while still achieving a low cost. Thedular and
distributed architecture of the platform meets kisign goals
facilitating user accessibility — required in edtima — and multi-
agent system engineering — required in swarm rolvetiearch. A
comparison between AIR and similar mobile robotfplans that
were recently used in collective experiments i® gsovided in
this paper.

2. RELATED WORK

To date research on swarm robotics has mainly &stus the
underlying multi-agent system design. As such, ehiera large
body of work addressing key application areas: ibépired

systems [6], coordination [15], task-allocation J27
communication [11], localization and mapping [30ldacontrol

approach [9], just to name a few. Reviews on nagent research
areas for swarm robotics can be found in [19][3/#l @ more
recent review on swarm robotics multi-agent engingecan be
found in [28]. In order to support the requiremenitshese multi-

robot systems the individual robot designs are tasktric

[5][71[13][16][25] or make tradeoffs between: coshodularity,

size, processing power, energy consumption, vétgatf sensory

systems and communication capabilities, robustnesse of use
and monitoring [1-4][8][12-14][16][19-21][28][30].

Early work on mobile robot designs used in swarrhotizs
research and education was done by Mondada et]al. This
work featured Khepera, a small robot with only a Bfn
diameter, but very limited processing power, fléiip and ease
of monitoring. This design was the basis for théssguent
commercial versions: Khepera Il, Khepera Il andefara IV
developed by K-Team Co. [20][33]. The Khepera \bab is
targeted toward research applications and cost®@2(n parts
for the basic configuration, which may inhibit iise in swarm
robotic applications. A more versatile and also lssize robot
design is Alice [3]. To the best of our knowleddédice, is the
smallest mobile robot to date, having a rectangsiteape with a
side of only 20 mm. It also has a modular hardwiesign and
multiple robots can be collectively monitored thgbua radio link.
Several other mobile robot designs are relevaoutoown: S-bot
[2], JL-I [7], ZeeRO [4], Kobot [12], Centibots [5Bebot [20],
E-Puck [10][16][22]. These platforms have procegspower
ranging from 20MHz — 400 MHz, provide range andaloc
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communication capabilities using IR sensors, haueless or
Bluetooth for long range communication and mulbab
monitoring, are equipped with a vision sensor algehsizes
ranging from 120 mm to approximately 350mm in diteneSome
of the designs also have modular hardware archieoivhich
may provide an increased robustness in the facevaoibus
hardware failures.

More recent robot designs leverage key desirabsgufes —
modularity, processing power, sensor variety conmioaiion

mechanisms and energy consumption — against cabtsie.

MarXbot [21] is a design that features some impnosets over
its predecessor the s-bot [2]. It has more pronggsower, more
energy — with its higher capacity battery and “la@tg” system —
and an increased bandwidth for inter-module compatiun.

These improvements are leveraged over the sizbeofdbot —
being with 50 mm larger than the s-bot. The platfevas used in
“Swarmanoid” project [25] and other related proged23].

Flockbots [30] is a low cost design (approximatBlj0s$) that
uses off-the-shelf components and is built arouval af the most
popular embedded boards: Raspberry Pl [31] and iAod[88].

The sensory system is composed of a pan-tilt casystem and 5
IR sensors. In the extreme of low cost is Kilob24] with a

manufacturing price of only $14 in parts. The rosiae is only 33
mm and it uses a slip-stick locomotion system basedibration

motors. Communication and sensing is limited and

accomplished through a single IR sensor. Wolfb8] [& another
low cost robot design ($550 in parts) with an apprate

diameter of 178 mm that is built around the pop@eagaglebone
embedded board [32]. The design incorporates aelerceneter,
a vision sensor with integrated microphone, 5 IRsses and
wireless communication. Navigation with the Wolflimachieved
through an omni-directional drive system.

Finally, in designing the AIR platform we also catesed self-
reconfigurable robot designs such as those presémtd 7][19].

Design challenges for this type of systems areemtes! in [14]
and a review of architectures and existing platotm date was
done by Yim, Mark et al. in [8].

3. DESIGN GOALS

In order to provide the robustness, flexibility asdalability
required by multi-robot research applications, &l as ease of
use, versatility and maintainability for use in edtion at a low
cost, we considered design aspects along threetiding, namely:
multi-agent system engineering, educational requergs and the
manufacturing process.

3.1 Multi-agent System Engineering

In swarm robotic research applications, multi-agesystem
engineering plays a crucial role, as it shapesdspects of the
robotic swarm, such as: what are the underling iphlys
mechanisms used in self-coordination and task atiloc, what
schemes of interaction and/or communication areired, what
are the characteristics of the environment in whadbots will act
and many others. To support the research endedoprhese
systems in designing our platform we made the fogvli
considerations:

1. The physical environment in which the roboticasw will act
is: partially observable, stochastic, dynamic aadtiouous. This
assumption is based on the several key facts, yanmeall sensors
and actuators present inherent imperfections, thte of the
environment may change both with and without tharswacting

is

upon it and evolves over time according to lawplofsics with
some degree of randomness.

2. Robots are multipurpose, have a variety of skélre able to
interact using some form explicit and/or implidirgct or indirect
[36][37]) communication and are not intentionallvarsarial. In
order to support various tasks, such as: collaerat
manipulation, multi-robot localization and mappirggarch and
rescue, robots within the swarm must possess aetyaof
perceiving mechanisms and must be able to comnienita
achieve coordination.

3. Individual robot failures can be detected anchmoinicated to
the swarm with a probability greater than zero.sTisi a very

desirable characteristic, as it directly influentes robustness of
the swarm. Thus, a state of the art robot desigulghinclude

mechanisms for detection and communication of e

failures and execution of actions.

4. Robots within the swarm must be able to act irea-time
manner according to the application specificationorder to
successfully meet the application goals according sbme
optimization criteria (e.g. lowest possible eneapnsumption,
achieve a certain goal in a given time, etc.). Thbe platform
should be equipped with a considerable amount otgssing
power in order to support processing intensive rilgms
employed by agents that run on the robots.

5. The individual robots must have a relatively Bsiae in order
to be able to accommodate a large number of thearédatively
limited space.

6. The design must support tools for multi-robobgramming
and monitoring in order to facilitate the developinef multi-
agent applications.

3.2 Educational Requirements

For educational purposes our robot design assungtivere
based on maximizing the students experience whibeiging a
broad range of engineering applications, namely:

1. The software tools and middleware for the roptatform
should provide a comprehensive and easily accessilérface
for the students. This feature is aimed at progdaa self
contained programming environment and easy acaesshots
hardware while imposing minimal limitations for usé other
software tools.

2. The platform should be versatile enough to mteva wide
range of educational applications, such as: sigma image
processing, embedded programming, automatic control
distributed systems, sensor fusion, planning, nmechearning,
etc...

3. The energy management of the design should nexithe
running time versus the off-time in order to inaeahe user
experience and the robot reliability.

3.3 Manufacturing Process
From the manufacturing stand point our design gaashased on
cost, ease of assembly and maintainability:

1. The design should be modular in order to fad#iteasy
assembly and/or modification.



2. The composing modules must have a simple endagiyn in
order to allow easy repair and maintainability.

3. The design should be as low cost as possiblerder to be
affordable even for single unit manufacturing. Thidso
guarantees low costs for repair or unit replacement

4. AIR PLATFORM

The Ant Intelligent Robot (AIR) in Fig. 1 is a mature platform
of rectangular shape with a side of 100 mm. Thefgia is
composed of several modules, namely: main proagssimit,
range and local communication, vision, audio andigadion.
Each module represents a single independent watitfis its own
processing power, communication interface and paegulation.
This distributed architecture (see Fig. 2) is etaliy different
from the classical single processing unit
[1][3][5][16][24][28][49] and has several advantsy

« It provides the ability to physically change thédlget of the
robots without the need to for hardware redesigrsibyply
adding or removing certain modules.

e Periodic and preemptive tasks necessary for

approach

connection (see fig 2). Although higher data ratss be achieved
through CAN-bus, which our platform supports, wediserial
communication in order to maintain flexibility ifeoosing off the
shelf components. Future extensions of our platfeuch as
adding a gripper is supported through GPIO, ADQ, IDART
and CAN busses.

The base of our robot (Fig. 3) is a low cost solutf only $4. It
is composed of six acrylic plastic parts correspogdo the sides
of the robot, interconnected through metallic adglerackets.
This base houses all components required by ouigrdesnd
facilitates easy access to hardware componenteefi@iring and
maintainability purposes.

Figure 3. Base isometric CAD drawing.

signal 4,1 Main Board

processing, motion control and many others can be The main board in Fig. 4 is a custom made prinfeclit board
distributed among the composing modules reducing th (pcB) that holds the main processing unit, the @udddule and

computational load for the main processing unit.

e It provides the ability to sense and communicatévidual
module malfunctions and action execution faultsriorng
the robustness of the
subsection).

e It has a higher degree of flexibility for assembdynd
maintenance related tasks.
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Figure 2. Platform hardware architecture.

In the order to achieve a low cost in the impleragah of our
platform we used both off the shelf and custom nwmBponents.
Inter-module communication is provided through da$dJART

robotic swarm (see Software

the communication interfaces for the other modulmsd
extensions. It also provides the necessary ciscdir battery
management, signal conditioning and status LED’s.

Figure 4. Base isometric CAD drawing.

Table 1. Beaglebone vs. Raspberry Pi comparison

Feature Beaglebone Raspberry Pi
Proc. Type Arm Cortex-A8 ARM11
Proc. Speed 1GHz 700 MHz

RAM 512 MB DDR3L 512 MB SDRAM
GPIO 69 12

ADC 7 None
UART 5 1

CAN 1 None

12C 2 2

USB 2 2

Ethernet 1 1
Min. Power 1.05W (210mA) 3.5W (700mA)

Cost $45 $35

For the main unit we used the Beaglebone [32] sirmbard
computer (SBC) which comes in two versions. Bothtludse
versions are supported by our mother board. Thedcehof
Beaglebone over similar SBC's such as the Rasplferi3l] was
based on its more powerful CPU (ARM Coretex-A8)weo
power consumption and available interfaces. Tabkhdws a
comparison between the two boards.



4.2 Perception

Perception capabilities of the Ant Intelligent Rolee distributed
among four modules, namely: range and local comaatioin,
vision, audio and navigation. Each module maintaipsto-date
sensed information that is provided to the maircessing unit on
a request basis.

For vision we used an off the shelf Linksprite ceeng40]
equipped with a 90 degree lens that can captured0JPEG
encoded images at 30 fps. The audio module is ag\VERa[41]
voice recognition board. This board allows both akee
dependent and independent commands to be trainds, Tit
provides support for easy development of human{rotieraction
applications.

The range and local communication module is conghaxfea
custom standalone acquisition board (see Fig.ight eustom IR
sensors and two Maxbotix EZO [39] sonar range fisd@he
acquisition board integrates the interface for myama both
sensor types and all signal filtering and post-pssing
functionality. The
circumference of the platform (two on each sidd)ilevthe sonar
sensors are mounted in front. Our custom IR (sge3jisensors
have emitters and receivers that are modulate® &Hz to avoid
ambient light interference and feature two modepération:
active and passive. In active operation the sengerseive
proximity of objects within 100 mm, while in passiwperation
the sensors are used for local communication thdefailed later

in this section.

Figure 5. Range and local communication acquisitioboard —
left; IR sensor front and back side — right.

From the perception stand point, the navigation m®grovides
odometry sensing capabilities. These capabilities discussed
next.

4.3 Navigation

AIR’s navigational module (see Fig 6) is composefl @
differential drive motion control board (MCB), a dwstage H-
bridge and geared DC motors with magnetic quadsatacoders.
The module provides a command interface for coliigolthe

speed and position of the robot and includes céipebisuch as:
traveling on a straight line with a specific spetdyeling on an
arc of specific length and radius at a certain dpa®intaining a
certain ratio between the two motor speed, rotaitinglace to a
specific angle and many others. The module alsbah position
sensor for the main unit. The position is maintdiimre odometric
form (x, y,0) and is updated at a rate of 1 ms by the contap |

Figure 6. Motor control board: and back side.

In order to support applications where more torigugeeded (e.qg.
collaborative box pushing) versus application whexae speed
is needed (e.g. collaborative target tracking)geared motors we
selected have a maximum torque of 0.91 Nm and maxispeed
of 130 rmp at the gear output shaft. The motorsegreépped with

IR sensors are mounted along the

low resolution magnetic encoders (only 48 countsrpeolution)
in order to keep the costs low for our navigatiotugon. Due to
this choice of low resolution encoders, to acclyatentrol the
differential drive, we designed a real-time closeop control
algorithm that runs at rate of 1 KHz. Figure 7 shothe
navigation block diagram for the control and odametensing

scheme.

- (X, Y.d)

Update

- l
| ‘g.
| J

Figure 7. Navigation block diagram.

Motion
command

The algorithm greatly improves the resolution witthich the
speed is sensed through a sensor fusion schemerglas to
smoothly control the platform. It also minimizeseteffects of
robot skid and slip through a cross-coupling methBdrther
details about our control algorithm are presemntejd?2].

4.4 Communication

Communication — local and global — is of speciakiast to
swarm robotics because it is employed by a vasbrityjof

collective robot algorithms. It is also the undeglimechanism
through which the behavior of the multi-robot systeis

monitored and analyzed. Therefore, it is criticahttthe AIR
platform supports both local and global communarati
mechanisms.

Multi-robot programming and monitoring are providddough
three interfaces, namely: USB, Ethernet and WiHfie first two
are included by our Beaglebone main unit, while tast is
achieved by using an Edimax Wi-fi [43] dongle. Téhengle is
mounted on the primary USB port of the Beaglebowé-fi
communication is also used as a global communicatio
mechanism and is made available through our midaiew
described in the Software subsection.

Local communication is achieved by using the IRsses in
passive mode. When in this mode, the IR’s can stressignals
emitted by other sensors. This mechanism equips Wit
implicit (via sensing) communication abilities [44hd increases
the robustness of our platform in face of globainownication
failures. Explicit communication through the IR sers is also
possible, but it is reserved for future work at tirae of this
writing.

4.5 Power Management

AIR’s energy consumption is distributed among itsdules. At

full load (all modules are running, all sensors emabled and the
motors run continuously at full speed) AIR drawsnaximum

current of 0.697 A. In order to minimize the dowmé of the

platform we selected a three cell lithium polymaittery with a

capacity of 1.5 Ah and a 3 A high charge currene.r&his

enables AIR to have over 2 hours of running timedam
continuous full load and a charge time of only 3hutes.



Charging a single unit is accomplished by usingofirthe shelf
tree cell balanced charger, while charging multipieits is
accomplished by using the same single unit chaagdran off the
shelf parallel charge adaptor. This setup enabkgoueasily
charge up to six robots in the same amount of tima¢ a single
unit would be charged.

4.6 Software

The goal of providing comprehensive software tdolorder to
maximize AIR’s accessibility and facilitate easy phgation
development has been realized through our middiewahe
middleware is divided in three parts: operating tays
development environment and AIR’s standard devetopinkit
(SDK). For the operating system, we use a cust@irtime Linux
3.8 kernel with an Ubuntu 14.04 root file systemichhis
deployed on the Beaglebone. This setup providesealthv of
software packages and libraries, such as OpenCYyda&€MU
Sphinx [47], with minimal impact on the main unitopessing
power. The development environment is based oip&eci[45]
with additional plugins for monitoring (remote assge image
visualization) and a suite of cross-platform depebtent tools
(compilers, linkers and debuggers). This environmean be
deployed on a wide range on Linux enabled machameksoffers
an integrated development solution for users, dsasehe ability
to easily deploy software on multiple targets arehl-time
debugging capabilities over a Wi-fi connection. Bot
development host and robot installation setup$éeisingle or
multiple) are managed by custom automated shelptscrAs a
result, increasing the number of robots or changihg
development host is completely transparent. In rotddacilitate
easy access to AIR’s hardware a C/C++ SDK was ewitThe
SDK is structured in five components: video, audenge and
local communication, navigation and Wi-fi. The figemponents
are managed internally in a distributed manneriey threads of
execution, where each thread acts as a client Her five
components. The threads are responsible for prayidp-to-date
information to the main unit and checking modulelfaondition
status. This scheme enables an agent running on taIR
immediately sense both command execution and mddiilges.
It also enabled us to implement all of the useerface functions
for each module in a non-blocking manner. As alteptocessing
intensive agent loops are not stalled due to haelwalays and
are able to have immediate access to the mosttrpoerepts. To
illustrate, the following piece of code:

#include <iostream>

#include <Robot.h>

int main(int argc, char *argv[]){
Robot::init();

std::cout<< “x = "<<Robot::motors-

<<” , "<< 'y = “<< Robot::motors-
<< std::endl;

Robot::close();
return O;

}

displays the robot relative coordinates at the atms
$x=0,y=0

and represents an example of how a user would rigrose the
platform SDK. In this example, the navigation mazlid accessed

through the motor object and the measured (x, Yative
coordinates are requested. The reader is corrextstome that the

>getX()
>getY()

getX() and getY() methods return immediately, amedttany
module on the AIR platform can be accessed in #neesmanner
as the navigation module (e.g. range and local camication

accessed through the sensors object). Thus, go@eenents for a
user to start using the AIR platform are knowletiye of C\C++

programming language and a basic description ofémsory and
actuation system.

4.7 Cost

To allow manufacturing of large AIR collectives, eorof our
design goals was to achieve a low price for singhat
manufacturing. When manufactured in single unit®k Adosts
$390. This cost is distributed among the partshef composing
modules. Table Il shows a summary of the overatcéor these
parts which include logistic costs. Disseminatidrine data files
(hardware and software), building instructions ahe list of
materials is acomplished through our group weljSidé

Table 2. Parts costs

Part Cost
Beaglebone $45
Camera $45
Audio $50
Proximity and Range Sensors $60
Geared Motors with Encoders $60
Motor Driver $50
Custom Printed Circuit Boards $40
Miscellaneous Electronics $15
Battery $10
Mechanics $15
Total $390

5. PLATFORM COMPARISON

A wide range of mobile robots are available botimpercially
and open-source. In this section we consider assulfighem that
we find relevant to our own design. This subseprissented in
Table IIl. Most of the platforms have a modularhatecture, are
equipped vision, range and position perception loiipes, use a
differential drive for navigation and provide antdrface for
developing software for the robots.

Commercially available robots, such as KheperaAwjgo or E-

Puk, feature a compact design and can be easilyppep with

additional extensions. However, the prices of thedmts are in
range of thousands of us dollars in parts, whidstially limits

there use in swarm robotics applications. In comspat AIR, has
a significantly lower price in parts, is equippedthwmore

processing power, features a fault-tolerant disted design and
supports a integrated multi-robot development emvirent.

Similar — perception, processing, communication ease of use
— capabilities are provided by the WolfBot platforvhile this

platform has an increased autonomy provided blaitger battery
and a modular design, its size is with 78% larpantAIR and all
processing is done by the Beaglebone main unit.fBgolalso

relies on a less accurate navigation solution thi&hthat is based
on an omni-directional drive and inertial measunetse
Diverging from the classical single processing wapproach is
ZeeRO with a clear modular and distributed desipnetheless,
AIR has significantly more processing power, sniadige and a



Table 3. Platform comparison

Robot Arch. Processing Perception Navigation Comm. Autonomy Accessibility Size Costin Ref
Power parts
Vision, Audio, Explicit- - Single-robot
Khepera ARM Range, Differential Iogal via IDE with USB 14 cm
va Modular ~ Cortex-A8 Proximity, O gBIuetooth 5h BI_ufgtooth & Diamete $2000+ [33]
i i rive Wi-fi support
800 MHz Inertla'l.unlt, & Widfi pp r
Position - C/C++ SDK
Exoliclt - Single-robot
. Non- SH2-7144 Range, Differential Xplicit- programming 33 x 28 5]
Amigo Modular 44 MHz Position Drive gI(\JISia_\]liwa > 2h via Wifi x15cm  $2000% g
- C/C++ SDK
Vision, Audio, lici - Single-robot
. dul 30F6014A Proximity, Differential EIXLF)) 'Ic'tf o programming 000 5
E-Pu Modular 64 MHz Inertial unit, Drive gBIO a V";‘ > via Bluetooth ~ 7-5¢cm  $1000+  [16]
Position uetoot - C SDK
i PXA255 Vision, Differential ~ Explicit-
L e Position, _ global via 4h NIA DX A )
400MHz Inertial unit Drive Wi-fi
Implicit-
o local via IR .
Modular & PXA255  Vision, Range, pijtferential sensing - Multi-robot 25 cm
ZeeRO o Proximity, ) o N/A Server-Client . $600+ [4]
Distributed 400MHz Position Drive EXplICItT Interface diameter
global via
Bluetooh
- Implicit-
Opt. Vision, . . localvia IR - Multi-robot 15 ¢
Kobot M.Odl.“ar & 16F877A Proximity, lefer'entlal sensing 7.5h programming ] $650+  [12]
Distributed 20 MHz L Drive AR d t
Position - Explicit- via Wi-fi lameter
local via IR
- Single-robot
ici IDE with
ARM Visi Explicit-
Modular & ision, Range, .o ot - RS232
Cortex-A8 . ifferential global via ) 9cm
BB bistributed oeon. Drive Wifi or NIA Bluetooth &  gides WA [19]
600 MHz Bluetooth Wi-fi
- C/C++ SDK
Omni-vision, - Implicit- - Multi-Robot
Range scanner, localvialR .. IDE
Modular &  ARM11 Proximity, Differential sensing 17 cm
MarXbot o L . o hotswap - Custom : N/A [21]
Distributed 533 MHz Position, Drive - Explicit- diameter
Audio, Inertial i system language SDK
o global via ASEBA
unit Wi-fi ( )
. - Single-robot
Fockbop | Non- ARM1L  Video, Range, Differential ~ =X an programming  1gem o
Modular 700 MHz Position Drive 9 Wi via Wi-fi diameter
- C/C++ SDK
- Implicit-
) ) . local via IR - Multi-robot
ARM Video, Au_dlo, _Om_nl- sensing programming  17.8 cm
WolfBot Modular Cortex-A8  Range, Light, directional L 6h via Wi-fi L $550 [28]
1 GHz Inertial unit drive - Explicit- diameter
global via - Python SDK
ZigBee
- Implicit- - Multi-robot
Modular, ARM Video, Audio, _ ‘ local via IR IDE with USB,
AR Distributed  corex-Ag Range,  Differental — sensing > 2h Ethemet& — 10cm a9
& Fault- 1 GHz Proximity, Drive - Explicit- Wi-fi support sides
tolerant Position global via
- C/C++ SDK

Wi-Fi




lower cost. On the other hand, MarXbot, the presieaeof s-bot,
has more perception capabilities than AIR. It diss provides
self-assembly capabilities through a custom desigégper and
increased autonomy through a hotswap system. Baitbt sind
MarXbot are larger in size and have with more tB&% less
processing power. A more compact design is BeBdh %0%
smaller in size than AIR. However, AIR has both lexpand
implicit communication capabilities and more pratrg power at
its disposal.

Other platforms such as the JL-I, Kobot or Flockbat
comparison with AIR, achieve higher costs with Ipsscessing
power at an increased size. AIR, also has a maresaible user
interface, offloads the main unit by distributingppessing tasks
to composing modules and provides fault-tolerarpabdities
through fault condition status checking for each i$
components.

6. CONCLUSION

In this paper we presented the Ant Intelligent RopaIR), a
miniature mobile robot platform designed for swarobotic
research and education. AIR’s modular and distedut
architecture is essentially different from the #ngrocessing unit
approach and provides key features required by testharch and
educational applications: versatility of perceptiomnd
communication mechanisms, accurate motion estimatod
navigation, increased fault-tolerance and procegsspower
capabilities, ease of use and multi-robot softwdeselopment
tools support. Furthermore, it facilitates easyeadsdy and
maintenance while achieving a low cost.

A comparison with similar robot platforms was als@sented.
The comparison includes several design charadtsiistamely:
modularity and distributivity of the robot platforarchitectures,
processing power, perception and communication av@shms,
autonomy, size, cost and user accessibility.

While AIR’s low cost and small size enable largeHexctives of
robots to be built, its versatility and user aci®bty allow a
board range of applications to be studied.
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