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ABSTRACT
In this paper we consider the problem of transmitting pack-
ets through multiple unicast sessions when inter-session lin-
ear network coding is permitted. We propose and formu-
late two new capacity regions for this problem. Distributed
rate allocation algorithms and coding schemes are also pro-
vided for these capacity regions. The two capacity regions
are compared with other known capacity regions in the lit-
erature to represent their benefits in terms of throughput,
fairness, complexity, and ease of implementation.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Distributed Networks, Network Com-
munications; E.4 [Coding and Information Theory]:
Formal Models of Communication

General Terms
Algorithms, Performance, Theory

Keywords
Capacity region, inter-session network coding, multiple-unicast-
sessions problem, rate control, distributed algorithm, coding
scheme, fairness

1. INTRODUCTION
Maximizing the network throughput and achieving fair-

ness among network users are some of the most important
challenges in designing efficient networks protocols. More
recently, a new area of research has emerged termed net-
work coding that has the potential to increase the achiev-
able throughput by mixing different flows at intermediate
nodes [1]. Intra-session multicast network coding where cod-
ing is restricted to packets of the same session has been stud-
ied extensively in the literature (see, for example [1, 16, 13,
8, 22]).

Network coding can also be performed between packets of
different sessions referred to as inter-session network coding,
as in the butterfly network in Figure 1(a). As is the conven-
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Figure 1: Two examples of graphs benefiting from
network coding and their corresponding network
coding schemes. Let X1 and X2 represent bits being
transmitted from sources 1 and 2, respectively. The
“+” sign stands for the exclusive or (XOR) coding
operation.

tion in the network coding literature, we use the term“rout-
ing” to describe the solution for which no network coding is
used. In the simple butterfly configuration of Figure 1(a), we
assume that each link can sustain a throughput of at most
1 packet per second (in subsequent discussions we drop the
units). Senders s1 and s2 want to send packets to receivers
t1 and t2, respectively. For this topology, if only routing so-
lutions are permitted, we could achieve strict fairness (i.e.,
transmissions at equal rates from both sources) with the
rate for each sender being no higher than 0.5. However,
using network coding, it can be easily seen that we can sus-
tain unit rates for both senders simultaneously. The coded
messages at each link that achieve the afore mentioned rates
using network coding is illustrated in Figure 1(a).

Inter-session network coding for multiple unicast/multicast
sessions has been relatively less studied. In [3] it was shown
that linear network coding is no longer capable of achieving
the optimal capacity region in the multiple unicast/multicast
case in contrast with the single multicast session. Since
then, many studies have targeted suboptimal solutions to
the multi-session unicast problem using network coding. For
wireless networks, the nature of links further enriches the
coding possibilities, as broadcasting can be achieved without
power penalty. Therefore, a much smaller number of trans-
missions is necessary than its wired counterpart. Based on
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the broadcasting nature of wireless networks, opportunistic
exclusive OR (XOR) coding was introduced in [9], and fur-
ther improved and analyzed in [20]. The T RLKM capacity
region was introduced in [23], which is a capacity region for
which only XOR coding is permitted. T RLKM region cap-
tures any possible butterfly structure in the network. Two
distributed algorithms for the T RLKM region using back-
pressure techniques were provided in [4] and [7]. In this pa-
per, we utilize the results in our previous works [24] and [25]
and introduce two capacity regions for the multiple unicast
problem. One of these capacity regions is based on find-
ing good paths in the network, while the other is based on
finding specific structures in the network. Distributed im-
plementations for both capacity regions are also provided in
this paper. Our results show that the path-based approach
results in an algorithm with reduced complexity and is more
suitable for online implementation.

The rest of the paper is organized as follows. In Sec-
tion 2, we describe the system settings followed by short
review of the traditional routing region in Section 3. In
Section 4, we review the description, formulation, and dis-
tributed implementation of the T RLKM region. We intro-
duce the WS capacity region in Section 5, by describing it,
formulating it, and providing a distributed rate control al-
gorithm and distributed coding scheme for it. In Section 6,
the I − T RLKM capacity region is described and formu-
lated. We also provide a distributed implementation of the
I − T RLKM in Section 6. A comparison of the different
types of capacity regions is in Section 7. We conclude the
paper in Section 8.

2. SYSTEM SETTINGS
We consider a general directed, acyclic, graphs (DAG)

G = (V, E), where V and E are the set of all nodes and
links, respectively. We denote the capacity of each link n by
Cn. The problem is defined by the set of tuples (si, ti, Ri)
i ∈ 1, 2, . . . , I. Session i is represented by the tuple with
index i, where si and ti are the source and sink nodes, re-
spectively, for session i. Packets transmitted through ses-
sion i are independent of those transmitted through session
j, ∀i 6= j. Ri is the transmission rate supported between si

and ti. For any link n = (u, v), let tail(n)=u and head(n)=v.
ΓI(v) is used to denote the set of links with head v and ΓO(v)
is used to denote the set of links with tail v. For the fol-
lowing sections different achievable capacity regions will be
defined, and we begin by describing the capacity region that
can be achieved without using network coding.

3. THE ROUTING REGION
The term routing region refers to the rate region achieved

by forwarding and duplicating without any coding opera-
tions. This region has been studied extensively for wireline
and wireless networks as in [5, 21]. Let xn(i) represents
the rate for session i at link n. For wireline networks the
following constraints describe the problem.

X

n∈ΓO(g)

xn(i)−
X

n∈ΓI (g)

xn(i) =

8
><
>:

Ri g = si

−Ri g = ti

0 else

(1)

IX
i=1

xn(i) ≤ Cn ∀n ∈ E (2)

Similar formulations can be given for wireless networks. Many
distributed algorithms have been developed for this region
(see, for example, [10, 17, 18, 26, 6]). If every source wants

to send at specific rate,then this problem is known as the
multi-commodity flow problem, see [19, 14, 2] for further
references.

4. THE T RLKM REGION
In this section, we describe the T RLKM capacity region

introduced in [23], and the distributed implementation of
this capacity region in [4, 7].

4.1 Description and Formulation
The T RLKM capacity region uses simple XOR network

coding scheme to exploit any butterfly structure in the net-
work. Consider the butterfly network in Figure 2(a), with
unit capacity links. Source nodes s1 and s2 want to send
packets to t1 and t2, respectively. The coding solution in
the butterfly topology in Figure 2(a) is, in effect, equiva-
lent to the routing solution in the network in Figure 2(b)
where the bottleneck edge is resolved by doubling its capac-
ity (modelled as two parallel edges). Here, links 3 and 5
that carry the remedy packets are used to resolve the bot-
tleneck link 4. The T RLKM region resolve any butterfly
bottleneck link in the network using the reduction depicted
in Figure 2. Let xn(i) be the rate for session i at link n
after resolving the butterfly bottlenecks in the network. For
example in Figure 2(a) xn(1) equals zero for all n except
n = 1, 4, 6, and xn(2) equals zero for all n except n = 2, 4, 7.
If no network coding is allowed, edge 4 carries packets of
rates x4(1) + x4(2) = 2, which exceeds the capacity C4. In
the butterfly network in Figure 1(a), when X1 is XORed
with X2 so that the total rate on edge 4 is 1 instead of two.
However, the resulting flow is now corrupted as it is a mix-
ture of different packets from s1 and s2 respectively. There-
fore, it is termed the poisson flow. To be able to decode the
poisson flow, a remedy flow should be generated at another
node. For the remedy flow to be generated, a remedy request
should be sent from v1 the encoding node to s1 and s2 the
remedy generating nodes. The variables pn(i → j, u), qn(.),
and rn(.) are used to describe the region. These variables
represents the poisson, remedy request, and remedy flows
at edge n associated with poisoning session j data with ses-
sion i data at node u. Figure 3 represents the assignment of
these variables on the butterfly topology. The following lin-
ear optimization constraints models the T RLKM capacity
region.

X

n∈ΓO(g)

xn(i)−
X

n∈ΓI (g)

xn(i) =

8
><
>:

Ri g = si

−Ri g = ti

0 else

∀i ∈ {1, . . . , I}. (3)

X

n∈ΓO(g)

rn(i → j, u)− pn(i → j, u)− qn(i → j, u)

=
X

n∈ΓI (g)

rn(i → j, u)− pn(i → j, u)− qn(i → j, u)

∀u, g ∈ V, i, j ∈ {1, . . . , I}. (4)

X

n∈ΓI (g)

qn(i → j, u)−
X

n∈ΓO(g)

qn(i → j, u) =

(
≤ 0 g = u

≥ 0 else

∀u, g ∈ V, i, j ∈ {1, . . . , I}. (5)
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Figure 2: Example showing how the T RLKM region
uses remedy packets links to resolve bottleneck in
the butterfly structure. Coding solution on (a) is
equivalent to routing solution on (b)
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Figure 3: The assignment of the variables on the
T RLKM formulation on the butterfly topology with
unit capacity links.

X

n∈ΓI (g)

pn(i → j, u)−
X

n∈ΓO(g)

pn(i → j, u) =

(
≥ 0 g = u

≤ 0 else

∀u, g ∈ V, i, j ∈ {1, . . . , I}. (6)

pn(i → j, u) = pn(j → i, u) if n ∈ ΓO(u)

∀u ∈ V, i, j ∈ {1, . . . , I}. (7)

X
u

X
i,j
i<j

−min(pn(i → j, u), pn(j → i, u)) +

IX
i=1

xn(i)

+
X

u

X
i,j
i6=j

rn(i → j, u) ≤ Cn, ∀n ∈ E (8)

xn(j)−
X

u

X
i

(pn(i → j, u) + (pn(j → i, u)) ≥ 0

∀n ∈ E, j ∈ {1, . . . , I}. (9)

xn(.), rn(.), pn(.), qn(.) ≥ 0.
The following theorem, first stated in [23], shows that the

constraints in (3)-(9) are sufficient for the existence of inter-
session network coding scheme based on finding butterfly
structures.

Theorem 1. Consider a network G = (V, E), where the
capacity of each link n is Cn. If the constraints in (3)-(9)
are satisfied then there exists an XOR coding scheme based
on finding butterfly structures in the network such that the
rate supported by each session i is Ri.

The proof of this theorem is provided in [23].

4.2 The RSC distributed algorithm
Based on back pressure techniques, [4] and [7] develop

two distributed algorithms for the T RLKM region. In this
section, we will describe the algorithm in [4]. The T RLKM
region exploits any coding possibility represented by the but-
terfly structure in the network. In Figure 41, the butterfly
structure between sessions f and g can be represented by two
unicasts flows for remedy packets between (b1−c2), (b2−c1),
and one multicast flow for poisson packets between node u
and both c1 and c2. The packets are said to be of type D,
where D is a destination node, if they are part of the mul-

ticast flow destined for nodes in D. Q
(d,D)
u is defined as the

queue length at node u at the beginning of time slot t for
packets of type D with destination d ∈ D. Here, we use

Qd
u = Q

(d,{d})
u . The evolution of the queues are described

in [4] and omitted here for brevity.
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Remedy Flow
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u
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Figure 4: Session f goes from b1 to c1 and session g
goes from b2 to c2, both traversing u. The dashed
lines indicate paths composed of multiple links. A
decision to perform inter-session coding across flows
f and g at node u results in forming two unicast flows
for remedy packets, and one multicast flow.

The Routing-Scheduling-Coding (RSC) algorithm as de-
scribed in [4] works as follows.
RSC Algorithm:

For each link (u, v) the following two sets of weights are

1Similar Figure can be found in [4]



computed:

ρ(u,v)D [t] ,
X

d∈D

(Q(d,D)
u [t]−Q(d,D)

v [t])+, (10)

σ
(D1,b1,c1),(D2,b2,c2)

(u,v) [t]

,
X

d∈D1

(Q(d,D1)
u [t]−Q(d,D1)

c1 [t])+ −Q(c1,c1,c2)
v [t]

X

d∈D2

(Q(d,D2)
u [t]−Q(d,D2)

c2 [t])+ −Q(c2,c1,c2)
v [t]

−Qc1
b1

[t]−Qc2
b2

[t], (11)

where (.)+ is a projection on [0,∞).
Here, ρ(u,v)D [t] is a differential backlog representing the

weight of routing. Also, σ
(D1,b1,c1),(D2,b2,c2)

(u,v) [t] is a combina-

tion of two differential backlogs representing the weight of
inter-session network coding, because coding increases the
decodability of the poisson packets and increases the traffic
for remedy packets at the same time. Let

D∗
(u,v)[t] , arg max

D
ρD
(u,v)[t],

and

((D∗
1 , b∗1, c

∗
1), (D

∗
2 , b∗2, c

∗
2))(u,v)[t] ,

arg max
((D1,b1,c1),(D2,b2,c2))

σ
(D1,b1,c1),(D2,b2,c2)

(u,v) [t].

Also, let

ρ∗(u,v) , max
D

ρD
(u,v)[t]

and

σ∗(u,v)[t] , max
((D1,b1,c1),(D2,b2,c2))

σ
(D1,b1,c1),(D2,b2,c2)

(u,v) [t].

The final decision at node u is described as follows.

• A : if ρ∗(u,v) > σ∗(u,v)[t], then no inter-session coding is
performed at node u, and random intra-session coding
is performed only within packets of flow D∗

(u,v)[t] as fol-
lows: the head of the line packets for those d ∈ D∗

(u,v)

satisfying (Q
(d,D∗(u,v))

n −Q
(d,D∗(u,v))

m ) > 0 are multiplied
with randomly picked coefficients and added together.
Then, the resulting packet is transmitted over link
(u, v) along with the random coefficients.

• B : if ρ∗(u,v) < σ∗(u,v)[t], then inter-session coding is to
be performed at node u across packets of type D∗

1 and
D∗

2 through the following steps sequentially:

– B1: Intra-session Coding: For each i = 1, 2, the
head of the line packets for those d ∈ D∗

i satis-

fying (Q
(d,D∗i )
u −Q

(d,D∗i )

c∗i
) > 0 are multiplied with

randomly picked coefficients and added together.
Notice that this operation constitutes the intra-
session coding part of the strategy with a different
criterion for the choice of participating packets
than in the previous case.

– B2 : Inter-session Coding: The inter-session cod-
ing is performed by adding (XORing) the packets
generated by the previous intra-session coding op-
eration. Then, the final packet is transmitted over
link (u, v) along with the random coefficients.

– B3 :Remedy Packet Generation: At nodes, b∗1 and
b∗2 , generate packets of type D∗

2 and D∗
1 , respec-

tively, and then enqueue them for transmission to
c∗1 and c∗2 , respectively.

• C : if ρ∗(u,v) = σ∗(u,v)[t], then choose randomly, with
equal probabilities, one of the above two modes of op-
erations and implement it.

4.3 Another distributed algorithm
In [7] another distributed algorithm for the T RLKM re-

gion was provided. This algorithm is a non-trivial modifi-
cation of that for the multi-commodity flow problem in [2]
based on back-pressure techniques. This algorithm differs
from the RSC in the way flows are defined. For example,
in the RSC, the poisson packets are part of multicast flows
which is not the case here. Another difference is that in
RSC the decoding node is not determined locally as in this
algorithm. We remove the details of this algorithm here, be-
cause in terms of the comparison in Section 7, it has similar
features and performance to the RSC algorithm.

5. THE WS REGION

5.1 Description and Formulation
To describe the WS region, we first review the results in

[24]. In [24], we have studied the problem of network cod-
ing with two simple unicast sessions for a finite DAG. The
following notations are helpful for the following discussions:
Qv,w, Pv,w denote paths from node v to node w. P is a set
of paths, and esP(n) is the number of paths in the set P
that use link n.The main results in [24] are:

• Prelim 1 : For a DAG with unit capacity links and
two coexisting unicast sessions between the source-sink
pairs (s1,t1), (s2,t2), a network coding scheme that can
support unit rates for both sessions exists if and only
if one of the following two conditions holds.

– [Condition 1] There exists a collection P of two
paths Ps1,t1 and Ps2,t2 , such that maxn∈E esP(n) ≤
1.

– [Condition 2] There exist a collection P of three
paths {Ps1,t1 , Ps2,t2 , Ps2,t1}, and a collection Q
of three paths {Qs1,t1 , Qs2,t2 , Qs1,t2}, such that
maxn∈E esP(n) ≤ 2 and maxn∈E esQ(n) ≤ 2.

• Prelim 2 : This result is provided in Corollary 4 in [24].
The result is as follows:
Consider I source-&-sink pairs and each source si would
like to transmit Ri symbols to the corresponding sink
ti within one “time-frame” over a finite DAG. Each
link n is capable of transmitting Cn symbols per time-
frame with no transmission delay. The rate vector
(R1, · · · , RI) is feasible if the original graph G can
be viewed as the superposition of one graph Gr and
many graphs Gp’s such that (i) routing is performed
for every (si, ti) pair in Gr, (ii) pairwise linear net-
work coding across (si, ti) and (sj , tj) is performed in
each Gp individually with a rate gp, and (iii) the trans-
mission rates (R1, · · · , RI) can be supported. Here,
Ri = xi +

P
Gp∈L(i) gp, where xi is the rate supported

for session i in Gr, and L(i) is the set of all Gp where
pairwise network coding is performed between session
(si,ti) and any other session. The necessary and suf-
ficient condition of each Gp is as stated in Prelim 1
with the modification that the capacity of all links is
gp instead of the unit rate. This result illustrates how
to use the result in Prelim 1 in a network with more
than two sessions.

Prelim 2 describes a capacity region that we will call by
the initials of the names of the authors the (WS) region.



Since in the WS region, the rate Ri is expressed as the sum
of the rates with/without inter-session network coding, two
sets of parameters and variables will be used in our formula-
tion. Some parameters and variables are for the routing-only
graph Gr and the others capture the inter-session network
coding performed on graphs Gp in the optimization prob-
lem. For Gr, we define the parameters J(i) and Enk

i , and
the variable xk

i . Let J(i) represents the number of paths be-
tween si and ti. If link n is used by the k-th path between
si and ti, where k ranges from 1 to J(i), then Enk

i = 1.
Otherwise xk

i is set to zero. We define xk
i to represent the

uncoded, routing rate supported through the k-th path be-
tween si and ti in Gr.

−→x is a column vector containing xk
i

∀i, k. For Gp, we define the parameters R(i, j), J(i, j), and
Hnl

ij , and the variable glm
ij . R(i, j) is the set of all tuples

containing all possible choices of paths {Psi,ti , Psj ,tj , Psj ,ti}
and J(i, j) = |R(i, j)|. Based on R(i, j), Hnl

ij is defined in
the following manner:

Hnl
ij =

8
>>>>>>>><
>>>>>>>>:

0 if no paths in the l-th tuple in R(i, j)

use link n

1 if 1 or 2 paths in the l-th tuple in

R(i, j) use link n

2 if 3 paths in the l-th tuple in R(i, j)

use link n

In this paper we denote any possible choice of paths that
can form P and Q in Prelim 1 as a coding session. Any
pairwise coding session between sessions i and j can be in-
dexed by l and m, namely, when the l-th tuple in R(i, j)
and the m-th tuple in R(j, i) are used as the correspond-
ing P and Q. We denote the coding graph formed by the
paths in the l-th tuple in R(i, j) and the paths in the m-th
tuple in R(j, i) by Glm

ij , and the rate supported by pairwise

network coding for i and j is denoted by the glm
ij . We also de-

fine −→g as a column vector containing glm
ij ,∀i, j, l, m. There-

fore, the total supported rate becomes Ri =
PJ(i)

k=1 xk
i +P

j 6=i

PJ(i,j)
l=1

PJ(j,i)
m=1 glm

ij .
Consider a specific link n. The capacity consumed by

pure routing traffic is:
PI

i=1

PJ(i)
k=1 Enk

i xk
i . For any cod-

ing session represented by the graph Glm
ij indexed by l and

m, the capacity consumed by P is Hnl
ij glm

ij . This is be-
cause by Prelim 1, the successful pairwise network coding
requires that esP(n) ≤ 2. If all three paths in P use link
n, then the traffic along these three paths must use two
parallel links instead of a single one. Otherwise, the link
share number will be three, which violates the necessary
and sufficient condition for pairwise inter-session network
coding. The same argument holds for the traffic along the
paths in Q, the m-th tuple in R(j, i), for which paths con-
sume Hnm

ji glm
ij . From the above reasoning, the total ca-

pacity consumed by inter-session network coding for Glm
ij

is the maximum of the two which is formally expressed
as max(Hnl

ij , Hnm
ji )glm

ij . Summing over all pairs of sessions
i 6= j, and all l-th and m-th tuples of R(i, j) and R(j, i), the
total capacity consumed by inter-session network coding be-

comes
PI

i=1

P
i<j

PJ(i,j)
l=1

PJ(j,i)
m=1 max(Hnl

ij , Hnm
ji )glm

ij .
From the above discussion, the following linear constraints

represent {−→x ,−→g } ∈ WS.

IX
i=1

J(i)X

k=1

Enk
i xk

i +

IX
i=1

X
i<j

J(i,j)X

l=1

J(j,i)X
m=1

max(Hnl
ij , Hnm

ji )glm
ij

≤ Cn ∀n ∈ {1, . . . , |E|}

glm
ij = gml

ji ∀i < j, l, m. (12)

5.2 Distributed Rate Control Algorithms
In [11] we have developed a distributed rate control al-

gorithm and coding scheme for the WS region. The rate
control algorithm is derived using the duality approach and
the proximal method. It converges to the optimal solution
of:

max
X

i

Ui(Ri)

subject to:

{−→x ,−→g } ∈ WS,

where Ui is a concave utility function associated with each
source i. A dual variable λn is defined for each link n. Also,
for each coding session Glm

ij , we define the dual variable µlm
ij .

The distributed rate control algorithm, Algorithm A is de-
scribed as follows.
Algorithm A:

• Initialization phase:

Find all paths between all sources and sinks. This can
be done using any routing protocol that finds multi-
ple paths as [15, 27]. After this, sources send control
messages to every link n to set the values of Hnl

ij and

Enk
i . Each si chooses the values of yk

i (0) and hlm
ij (0)

randomly and each link sets the elements of −→µ (0) and−→
λ (0) to zero.

• Iteration phase: At the t-th iteration:

1. Fix −→y = −→y (t), and
−→
h =

−→
h (t),

−→
λ (t, 0) =

−→
λ (t),−→µ (t, 0) = −→µ (t),

and perform the following steps sequentially for r
= 0, . . . , K − 1.

– Let {−→x (t, r),−→g (t, r)} = arg max{−→x ,−→g }≥0

L(−→x ,−→g ,
−→
λ (t, r),−→µ (t, r),−→y (t),

−→
h (t)).

This can be computed in a distributed way
at each source, because the L function is sep-
arable.

– Update the dual variables at each link n by:

λn(t, r + 1)

= [λn(t, r) + αn(

IX
i=1

J(i)X

k=1

Enk
i xk

i (t, r)

+

IX
i=1

X

i6=j

J(i,j)X

l=1

J(j,i)X
m=1

F nlm
ij glm

ij (t, r)−Cn)]+.

(13)

Here, F nlm
ij = 1

2
max(Hnl

ij , Hnm
ji ), [.]+ is a

projection on [0,∞), and αn, is a positive

step size. Also, (
PI

i=1

PJ(i)
k=1 Enk

i xk
i (t, r)

+
PI

i=1

P
i6=j

PJ(i,j)
l=1

PJ(j,i)
m=1 F nlm

ij glm
ij (t, r)

− Cn) is the average queue length at link n.

– Set

µlm
ij (t, r + 1) = µlm

ij (t, r)+

βlm
ij (glm

ij (t, r)− gml
ji (t, r)) ∀i < j. (14)

This can be implemented at the destination,
where βlm

ij is a positive step size.

It is worth noting that computing −→x (t, r) and−→g (t, r) needs the values of (i)
P

n F nlm
ij λn(t, r)

∀i < j, l, m, which can be computed along the



paths, (ii) µlm
ij (t, r) ∀i < j, l, m, and (iii)µlm

ji (t, r)
∀i > j, l, m. All this information can be sent back
to the source using the acknowledgment message.

2. Let
−→
λ (t+1) =

−→
λ (t, K) and −→µ (t+1) = −→µ (t, K).

Set:

yk
i (t + 1) = fk

i (t) ∀i, k
and

hlm
ij (t + 1) = zlm

ij (t) ∀i < j, l, m.

Here,
−→
f (t) and −→z (t) are the primal variables that

maximize the Lagrangian given
−→
λ (t+1), −→µ (t+1),

−→y (t), and
−→
h (t).

In our online technical report [12], we prove the convergence
of the algorithm as K −→ ∞. For the case when K is
bounded away from infinity, the convergence of Algorithm
A is verified by simulations in [11].

5.3 Pairwise Random Coding Scheme
The optimization problem and the solution described so

far allocate rates at each link so that the utility function can
be optimized subject to {−→x ,−→g } ∈ WS. The next question
is how to design a network coding scheme that can achieve
the rate assignment? In this section, we propose the use
of the Pairwise Random coding (PRC) scheme. From the
construction of Glm

ij in Section 2, Glm
ij is a graph satisfying

the necessary and sufficient condition for pairwise network
coding specified in Prelim 1. Since our discussion is based on
fixed values of i, j, l, and m, for simplicity, we will use here
Gp = Glm

ij as a shorthand. By normalizing over the rate glm
ij

associated for Glm
ij , we can assume that Gp has unit rate

link capacity. We can further assume that the messages for
the unicast sessions (s1,t1), (s2,t2) are X1, X2, respectively.
Based on this, the PRC scheme is described in Figure 5.3 as
follows.

PRC Coding Scheme:

foreach node v in the network do
foreach outgoing link n of v do

if {Ps1,t1 , Ps2,t1 , Qs1,t1} share link n then
decode X1 and send it through n

end
else

if {Ps2,t2 , Qs1,t2 , Qs2,t2} share link n then
decode X2 and send it through n

end
else

perform random coding between input
messages and form the output messages
in n.

end
end

end
end

Figure 5: The PRC scheme

The following theorem provides a lower bound on the
probability of success of the PRC scheme.

Theorem 2. Given that pairwise inter-session network
coding is feasible on Gp, the probability that the PRC scheme
is able to transmit X1 and X2 successfully through sessions
(s1, t1) and (s2, t2), respectively, at unit rates is lower bounded

by Pr(success) ≥ (1− 4
q
)6|E| ∀q > 4.

The proof of this theorem is quite technical and long. It is
provided in our online technical report [12].
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Figure 6: Example showing how the I − T RLKM
region uses remedy packets links to resolve bottle-
neck in the grail structure. Coding solution on (a)
is equivalent to routing solution on (b).

The PRC scheme can be implemented in a distributed
way. Each node v needs only to know whether the paths
in P1 (or P2) share the same outgoing link adjacent to v,
which can be obtained during the initialization phase of Al-
gorithm A. Based on that piece of information, node v de-
cides whether to perform decoding or random mixing. Fur-
thermore, from Theorem 2, we can see that the success prob-
ability of PRC scheme approaches one when the size of the
finite field is sufficiently large.

6. IMPROVED T RLKM REGION I − T RLMK
The I − T RLKM region is structure-based capacity re-

gion. It captures any butterfly or grail topology shown in
Figure 1 to increase network performance.

6.1 Description and Formulation
The grail topology in Figure 1(b) is another example where

pairwise network coding results can resolve the bottleneck
in the network. Consider the grail topology in Figure 6 with
unit capacity links. Source nodes s1 and s2 want to send
packets to t1 and t2, respectively. The coding solution in
Figure 6(a) is, in effect, equal to the routing solution in Fig-
ure 6(b). Here, the bottleneck at link 3 is resolved by rem-
edy packets at links 4 and 8. The only difference between
resolving bottlenecks in the butterfly and grail topologies
is that in the butterfly topology the remedy packets have
to be generated by nodes previously traversed by X1 and
X2, respectively, while in the grail topology, v4, the rem-
edy generating node for X2 is located after v3, the decod-
ing node for X1. To describe the I − T RLKM region, we
perform two changes to the variables used to describe the
T RLKM region. Firstly, we associate the variables p(.),
q(.), and r(.) with three nodes representing the encoding
node and the two decoding nodes. For example, for any
session i, pn(i → j, u, v, w) represents the poison flow re-
sulted from the poisoning session j data with that of session
i at node u, for which the decoding will happen at nodes v
and w. The second change is that we introduce the variable
ln(i → j, u, v, w) that represents the request to node v to
generate a remedy flow to node w. Figure 7 represents the
assignment of the variables on the grail topology. The fol-
lowing set of constraints represent the I − T RLKM region.
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Figure 7: The assignment of the variables on the
I − T RLKM formulation on the grail topology with
unit capacity links.

X

n∈ΓO(g)

xn(i)−
X

n∈ΓI (g)

xn(i) =

8
><
>:

Ri g = si

−Ri g = ti

0 else

∀i ∈ {1, . . . , I}. (15)

X

n∈ΓO(g)

rn(i → j, u, v, w) + ln(i → j, u, v, w)

− pn(i → j, u, v, w)− qn(i → j, u, v, w) =
X

n∈ΓI (g)

rn(i → j, u, v, w) + ln(i → j, u, v, w)

− pn(i → j, u, v, w)− qn(i → j, u, v, w)

∀u, v, w, g ∈ V i, j ∈ {1, . . . , I}. (16)

X

n∈ΓI (g)

qn(i → j, u, v, w)−
X

n∈ΓO(g)

qn(i → j, u, v, w) =

(
≤ 0 g = u

≥ 0 else

∀u, v, w, g ∈ V i, j ∈ {1, . . . , I}. (17)

X

n∈ΓI (g)

pn(i → j, u, v, w)−
X

n∈ΓO(g)

pn(i → j, u, v, w) =

(
≥ 0 g = u

≤ 0 else

∀u, v, w, g ∈ V i, j ∈ {1, . . . , I}. (18)

pn(i → j, u, v, w) = pn(j → i, u, v, w) if n ∈ ΓO(u)

∀u, v, w ∈ V i, j ∈ {1, . . . , I}. (19)

ln(i → j, u, v, w) = 0 if n ∈ ΓI(w)

∀u, v, w,∈ V i, j ∈ {1, . . . , I}. (20)

ln(i → j, u, v, w) = xn(i)−
X

k 6=i,m6=j

pn(k → m, u, v, w)

if ln(i → j, u, v, w) 6= 0

∀n ∈ Eu, v, w ∈ V i, j ∈ {1, . . . , I} (21)

X

n∈ΓO(g)

ln(i → j, u, v, w)−
X

n∈ΓI (g)

ln(i → j, u, v, w) ≥ 0

if
X

n∈ΓO(g)

pn(i → j, u, v, w) > 0

∀n ∈ Eu, v, w ∈ V i, j ∈ {1, . . . , I} (22)

X
u,v,w

X
i,j
i<j

−min(pn(i → j, u, v, w), pn(j → i, u, w, v))+

IX
i=1

xn(i) +
X

u,v,w

X
i,j
i6=j

rn(i → j, u, v, w) ≤ Cn ∀n ∈ E

(23)

xn(j)−
X

u,v,w

X
i

(pn(i → j, u, v, w) + (pn(j → i, u, w, v)) ≥ 0

∀n ∈ Ej ∈ {1, . . . , I} (24)

xn(.), rn(.), pn(.), qn(.), rn(.) ≥ 0.
The following theorem shows that the constraints in (15)-

(24) are sufficient for the existence of inter-session network
coding scheme based on finding butterfly or grail structures.

Theorem 3. Consider a network G = (V, E), where the
capacity of each link n is Cn. If the constraints in (15)-(24)
are satisfied, then there exists an XOR coding scheme based
on finding butterfly or grail structures in the network such
that the rate supported by each session i is Ri.

The proof is similar to that of Theorem 1 and is omitted
due to space constraints. Moreover, with the help of The-
orem 3 in [25], it can be shown that in terms of the sus-
tainable rates, I − T RLKM provides the strictly largest
regions when compared to T RLKM and WS regions:

Corollary 1. For any network with I unicast sessions,
any rate vector (R1, . . . , RI) that is achievable with the
T RLKM or the WS region is also achievable with the
I − T RLKM region.

6.2 Distributed Algorithm
The formulation of the I − T RLKM contains some non-

linear constraints as in (21) and (22). However, we can ob-
tain a distributed algorithm for the I − T RLKM region by
simple modification to the RSC algorithm. The only differ-
ence between the T RLKM and the I − T RLKM is that b1

or b2 in Figure 4, but not both, can be a descendant node of
c2 or c1. We define σ∗1(u,v)[t] to be the same as σ∗(u,v)[t], with
the change that b1 is a node that session D1 traverse after
c2. Also, σ∗2(u,v)[t] is defined the same as σ∗(u,v)[t], with the
change that b2 is a node that session D2 traverse after c1. At
time t, the following changes to the RSC Algorithm enable
it to implement the I − T RLKM capacity region. We will
refer to the modified algorithm as I −RSC Algorithm.

• If ρ∗(u,v)[t] > max(σ∗(u,v)[t], σ
∗
1(u,v)[t], σ

∗
2(u,v)[t]), step A

is performed.



• If σ∗(u,v)[t] > max(ρ∗(u,v)[t], σ
∗
1(u,v)[t], σ

∗
2(u,v)[t]), step B

is performed.

• If σ∗1(u,v)[t] > max(ρ∗(u,v)[t], σ
∗
(u,v)[t], σ

∗
2(u,v)[t]), step B

is performed with the change that in step B3 the ad-
dress of b∗1 is added to the header of the XORed packet
so that a remedy packet can be generated at b∗1.

• If σ∗2(u,v)[t] > max(ρ∗(u,v)[t], σ
∗
(u,v)[t], σ

∗
1(u,v)[t]), step B

is performed with the change that in step B3 the ad-
dress of b∗2 is added to the header of the XORed packet
so that a remedy packet can be generated at b∗2.

7. COMPARISON

7.1 Capacity and Fairness
It is worth noting that all the capacity regions discussed

previously focus on some special opportunities of interses-
sion network coding, including taking advantages of the but-
terfly structure (T RLKM), butterfly + grail (I − T RLKM),
or the pairwise intersession network coding. For network
coding with its most general form, it is still an open prob-
lem to come up with analytical expression to represent the
benefits of inter-session network coding over routing. In this
section we will compare the benefits of aforementioned ca-
pacity regions based on some experimental examples. back-
log algorithms of the former, such as [4, 7] for the T RLKM
region and the one in Section 6.2 for I − T RLKM region,
focus on sustaining a given rate within the capacity region
instead of maximizing any general concave utility function.
On the other hand, the distributed implementation for the
path-based capacity region as in Section 5.2 admits decen-
tralized rate control to optimize any given concave utility
function. The first example to consider in this section is
the topology represented in Figure 8. For this topology,
the T RLKM work [23] and its distributed implementation
in [4] and [7] cannot realize any benefits of network coding
since there is no butterfly structure and the performance of
these algorithms is the same as that of routing. We define
the utility gain of inter-session network coding UG(B) as

UG(B) =
Utility(B)− Utility(T RLKM)

Utility(T RLKM)
.

We denote the total throughput of the network when the
optimal utility is achieved under the B region by

P
i Ri(B).

The throughput gain, T G is defined as

T G(B) =

P
i Ri(B)−Pi Ri(T RLKM)P

i Ri(T RLKM)
.

For this topology, the throughput and utility gains of both
WS and I − T RLKM regions are the same: T G(WS) =
T G(I − T RLKM) and UG(WS) = UG(I − T RLKM), since
both of them will take full advantages of the grail struc-
tures in Figure 8. We evaluate the gains using different
utility functions. The first type of the utility function is
log2(γ + Ri), where γ is a constant in the range [0, 1]. The

second type of utility function is of the form
R1−α

i
1−α

, where α

is a constant in the range (0, 1). The simulation results are
shown in Figures 9 and 10. The WS and I − T RLKM re-
gions outperform both routing and the T RLKM region on
this topology. Moreover, the largest throughput gain hap-
pens when fairness is the design criteria for the network, i.e,
when γ is small and when α is large. Using the WS and
I − T RLKM regions indeed enhance fairness.

The second example is the network shown in Figure 11.
Every link in this network has a unit capacity links. Every
source node si want to send its packets to ti. The rate vector

Figure 8: Topology contains four source-sink pairs
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Figure 9: Gain for objective function
P

i log2(γ + Ri)
with different values of γ

−→
R = [1, 1, 1, 1]T is achievable with both the T RLKM and
I − T RLKM regions, but not with the WS region. In the
network in Figure 12, with the same link capacities and re-

quirements in Figure 11, The rate vector
−→
R = [1, 1, 1, 1]T is

achievable only with the I − T RLKM region. These exam-
ples shows that the gain of using different capacity regions
depends on the network topology and the locations of the
sources and sinks.

7.2 Complexity
The analytical comparison of the complexities of the opti-

mization problems associated with the three capacity regions
is in Table 1. The complexity includes number of variables
and constraints and the nature of constraints for each op-
timization problem. The optimization problem devised for
the WS region reduces the number of constraints tremen-
dously. The number of variables in the optimization prob-
lem for the WS region depends on the number of paths
between different sender receiver pairs. The number of vari-
ables for both the T RLKM and I − T RLKM is polyno-
mial with relatively large order. All three capacity regions
can be used for utility optimization if the optimization is per-
formed centrally and offline. Based on the backlog method,
the distributed implementations of the T RLKM and the
I − T RLKM regions focus on sustain the rates while Algo-
rithm A for the WS region is a fully distributed version of
utility optimization. The difference will be further discussed
in the next subsection.



Constraints # Variables # Constraints Coding scheme

T RLKM Linear > 3|E||V |(I2 − I) > (3|V |+ |E|)|V |(I2 − I) Limited to XOR

WS Linear
PI

i=1

PI
i<j J(i, j)J(j, i) +

P
i J(i) |E| Random

I − T RLKM Non Linear > 3|E|(|V |)3(I2 − I) > (3|V |+ |E|)|V |(I2 − I) Limited to XOR

Table 1: The complexity of the optimization problems for different capacity regions
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Figure 11: Topology used for comparing the capac-
ity regions

7.3 Distributed Implementation Aspects
In this section we brief some of the advantages of the path-

based over the structure-based algorithms.

• The path-based approach enables the algorithm to have
rate control capability. For example, the RSC algo-
rithm and the distributed algorithm in [7] assume that
the rates of the sources lie strictly inside the capacity
region. If the rates are outside the capacity region,
the system will be unstable. Using the path-based ap-
proach, the system can perform rate control to maxi-
mize any concave objective function. This means that
different types of fairness can be achieved.

• In structure-based approaches, coding and encoding
have to be done at specific places in the network cor-
responding to the specific substructure captured by
the algorithm is designed to capture is found. This
makes the rate allocation and coding mechanism de-
pendent, which requires exchanging queue lengths be-
tween specific intermediate nodes in the network. In
the path-based approach random coding is performed

s2 s3

s1 s4

t3 t1 t4 t2

Figure 12: Topology used for comparing the capac-
ity regions

and is independent from rate allocation, which makes
it suitable for online implementation.

• With some realistic assumptions, using the path-based
approach, an adaptive path selection module can be
used to reduce the complexity of the algorithm, which
is mainly due to the large number of paths being con-
sidered at once. A further detailed description of the
interaction between the adaptive path-selection mod-
ule and Algorithm A can be found in [11]. For the
structure-based algorithms, adaptively reducing the com-
plexity generally results in a smaller supportable rate
regions since it means that the algorithms only take
advantages of some (not all) the beneficial substruc-
tures. See the opportunistic network coding scheme
described in [9] as an example.

Table 2 summarizes the comparison between different algo-
rithms.

8. CONCLUSION
In this paper, we have introduced different capacity re-

gions and distributed implementations for multiple unicasts
using inter-session network coding. These capacity regions
can be classified into path-based and structure-based capac-
ity regions. We have shown the benefits of path-based region
in terms of complexity and suitability of online implementa-
tions. For capacity and fairness, we used different examples
to show that the performance of the capacity region depends



Approach Rate Rate alloc Queues Adaptive complexity Coding scheme
control and coding exchange reduction

RSC Structure based NO Dependent YES hard Limited to XOR
AlgorithmA Path based YES Independent NO easy Random
I −RSC Structure based NO Dependent YES hard Limited to XOR

Table 2: Comparison between different distributed algorithms

on the topology used and the locations of sender-receiver
pairs.

All the capacity regions discussed in this paper are based
on pairwise inter-session network coding. We are now inves-
tigating the characterization of the necessary and sufficient
conditions for inter-session network coding with more than
two unicast sessions to enable us to further extend the de-
scribed capacity regions.
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