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ABSTRACT plications, such as VolP, are two instances of such net-
The increased usage of IEEE 802.11 wireless backhaul neworks. Our goal is to show the feasibility of resource
works and the growing popularity of real time applications, suclestimation in these networks.

as WIP, presents a challenging resource management problemThere has been significant research on admission con-
due to the limited capacity of wireless networks. At high traf-yro| for 802.11-based wireless networks. Yet there lacks

fic volumes, measurements have shown that packet collisio g . : . :
and interference in 802.11 networks can lead to degraded pé?_reallstlc system implementation to limit traffic for real

formance to the extent that users experience unacceptably IWNe application support in these networks. This gap be-
throughput, which can ultimately lead to complete network bretween proposed solutions and their actual deployment is,
akdown [1]. A resource management framework that limits netin many cases, due to the existence of unrealistic assump-

work flows can prevent network breakdown and improve th&jons that render a system implementation infeasible.

performance of throughput and delay-sensitive multimedia ap- ; Pri fe
plications. To address this problem, we present a measurement-In this paper, we present Measurement-Driven Admis
driven framework that leverages wireless characteristics for in®/on Control (MDAC), a framework that leverages mea-

telligent admission control in a static wireless network. Ex-surements for resource estimation in wireless networks.
periments on a 25 node wireless testbed show that the propos&the framework uses measured average signal strength,
scheme can enhance network performance such that the QoS Fiacket loss and data rate values to characterize the behav-
quirements of real time applications, such as VoIP, can be me{, ot the wireless channel. MDAC continuously moni-
tors the resource availability in the form of the time frac-
1. INTRODUCTION tion for which the wireless medium is free. This informa-
IEEE 802.11 networks have gained attention as an ation is then used in the decision-making process for flow
ternative to wired networks to provide low cost backhaukdmission control.
infrastructure in both office and outdoor environments. Our work makes a case for measurement-based admis-
However, these networks are not robust to large traffision control in wireless networks. We show that it is fea-
volumes. Complete network breakdown due to excessivable to build a distributed framework that can draw infer-
traffic has been observed in real deployments [1]. Thences about the underlying wireless conditions from lo-
lack of a framework that can effectively limit flows hin- cally observable measurements. While we use the frame-
ders the ability of these networks to support the QoS reaork for resource estimation, we believe that the obser-
qguirements of real time applications. vations have broader implications on the design of more
In general, estimation of available resources in IEERealistic algorithms for 802.11 wireless networks.
802.11 networks is a challenging problem due to the pres- The remainder of the paper is organized as follows.
ence of multiple factors that introduce unpredictabilitySection 2 lists the assumptions and terminology used in
into the system. Node mobility can introduce drastic varithe paper. We present our findings about the character-
ations in the link behavior; the traffic usage could exhibitstics of wireless links in Section 3. Section 4 describes
significant variations and the network itself is susceptithe design of the admission control scheme. We present
ble to external interference. However, there are multithe implementation details and results in Sections 5 and
ple deployment scenarios, expected to be widely used, tbrespectively. In Section 7, we contrast our work with
support real time traffic with predictable characteristicsexisting literature and, finally, we conclude in Section 8.
that isolate the impact of client mobility. A typical office
wireless network [2] for desk-bound users or a two-tier2, ASSUMPTIONS AND TERMINOLOGY
mesh network deployment [3] with the clients operating In this section, we first describe the network attributes

on a separate frequency spectrum to supportreal time af5r which we design our admission control scheme. Then,
v%/e define some of the common terms used in the paper.
cror
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networks and static ad hoc networks. As a first step, we
focus on the problem of admission control in a simplified .
network scenario that consists of traffic between single-
hop neighbors only. However, much of the discussion in
the paper is generic to networks with multihop flows.

ction

2.2 Terminology

In this paper, we use the term ‘interference’ to refer
to the impact of concurrent transmissions on packet re- e
ceptions. An interfering neighbor thus refers to a node 0 0.2 0.4 0.6 0.8 1
that can affect the successful packet reception at another
node. We use the term ‘carrier sensing’ to refer to sensing
the medium to assess whether it is free. The term ‘busy-  gjg e 1: Packet reception versus busy fraction.
time’ refers to the time duration for which the channel is
not free. A carrier sensing neighbor is thus a node that ) ) o
causes busy-time at a given node X and, therefore, cdtine’ and the ‘cycle time’. The cycle time counter is in-
cause deferral of the data transmissions at X. The terffemented at every clock tick of the radio and the medium
Received Signal Strength Indicator (RSSI) refers to th@USY counter represents the clocktu;k count for which the
signal strength of a packet (in dBm) relative to the noisénedium was sensed busy. The ratio of these two coun-
floor at the radio. The default value of the noise floor forters thus represents the busy-time fraction. Note that the
Atheros radios is -95dBm. Note that the above definitioPusy-time fraction includes the time spent for transmis-
of RSSI is specific to Atheros radios. The term Receive§ion and reception of packets. _ .
Signal Strength (RSS) refers to the absolute energy Iev?l In our experiment, a receiver node is _placed ata ﬂxed
of a packet and is measured in dBm. The RSS value of gcation. A sender node is placed at different locations

packet can be computed using the RSSI and noise vaIuEh%Vary the pac"?t reception rate at the rece_iV(_er. K_eepin_g
reported by the Atheros radio. the receiver stationary ensures that the variation in envi-

ronmental noise at the receiver is minimal. The sender

transmits fifty 100 byte broadcast packets per second at

3. UNDERSTANDING WIRELESS 1Mbps. The receiver tracks the packet reception rate and
CHARACTERISTICS also estimates the busy-time fraction caused by the sender.

Many previously proposed admission control solutions! Ne busy-time is estimated as the difference in busy-time
are based on a common set of assumptions that may nétues reported by the radio before and after the exper-
hold true in real-world 802.11 networks. In the following iment. To obtain the busy-time fraction, the measured
sections, we evaluate the accuracy of a few such welNalue of busy-time is normalized with respect to the dif-
known assumptions. We then incorporate the insightérence in the reported busy-time when the sender is close
obtained from these studies in the design of MDAC del0 the receiver with 100% packet reception. The experi-

Packet Reception Fra

Medium Busy Fraction

scribed in Section 4. ment lasts 30 seconds at each sender location.
Figure 1 shows a plot of the calculated busy-time frac-
3.1 Busy-time tion at the receiver versus the fraction of packets received

Ry the receiver for different locations of the sender node.

A common assumption of many existing admission co h h sh h di b ime fracti f
trol techniques is that the impact of a new flow on the! "€ 9raph shows that medium busy-time fraction of a

busy-time of the surrounding nodes is binary. In othef100le on its neighbor ranges anywhere from 0 to 1 and

words, in the simplest case, the packet transmission dy N°t @ binary relationship. For example, when 40% of
a node has no effect on the busy-time at nodes outsid8€ transmitted packets are received, the busy-time frac-

the transmitter's carrier sense range, while the increase HPn varies from 0.4t 0.5. _
busy-time at nodes within the transmitter's carrier sense 'N€ experimental results imply that, in a larger net-

range is equal to the duration of the packet transmisl/Ork, the bandwidth consumption of a flow on each car-

sion. Hence, the increase in busy-time at the carrier sen&§" S€nse neighbor s not 100% of the bandwidth require-
neighbors is equal to the transmission time of a newlyn€nt of the flow. On the contrary, the impact is likely to
admitted flow. To investigate whether this is indeed th ar:y based on the Ilofcatlon of tEe neighbor, afj well as
case, we perform the following set of experiments. Thes@ther environmental factors. Thus, existing admission
experiments are conducted during the night to minimizé’ongrOIS schemes that assume a new flow will consume
the effect of interference from co-located WLANS. 100% of the bandwidth requirement can be highly pes-
We use the reverse-engineered Open Mixhplemen-  Simistic and are likely to overestimate the resource re-
tation of the MadWifi driver to understand the relation-duirements. Wehlncf:orpqratel the above result into MD’?‘C
ship between busy-time and communication range. Athe?§s~omPputing the fractional increase in busy-time rela-

maintains register counters to track the ‘medium busyV€ 0 the transmission rate of the sender at the carrier
sensing neighbors of the transmitting node.

http://madwifi.org/wiki/OpenHAL



3.2 Communication with carrier sensing S T
neighbors

Many existing admission control techniques require se-
nder nodes to communicate with nodes outside of their:
reception range, but within their carrier sensing range.2 o5}
These solutions often assume the carrier sense range ig
about twice the transmission range [4, 5] and, therefore® 04
direct communication with carrier sense neighbors is not@
possible. Some techniques use high power transmission§
or multi-hop forwarding to communicate with carrier sensé- o SO
neighbors [4]; others propose techniquesto adjustanode’s -es 9 -85 -8 -75 -70 -65 -60 -55 -50
carrier sense range so that it can hear the transmissions RSS (dBm)
of potentially interfering neighbors [6]. However, recent IMbps —— 11Mbps ~~®-- 12Mbps --e-  36Mbps —v—
results show that the simple assumption of Carrier SENSE  saMops -« oMbpe - 6.~ 24Mboe o S4Mboe o
range being twice the transmission range does not hold
in real-world networks [7]. Based on the observations irFigure 2: RSS-packet reception piecewise linear
Section 3.1, we are interested in understanding whetheurves.
nodes that cause transmission deferral at each other can
communicate, and if so, the extent of communicatioffan communicate with all the carrier sensing neighbors
achievable between these carrier sensing neighbors. that have non-negligible busy-time impact on it. The dif-

We again refer to Figure 1 to understand the possibnterent values of packet reception indicate that this com-
ity of communication between carrier sensing neighborgnunication may be unreliable. In MDAC, we propose
The graph shows that the receiver node is able to receif@ use this unreliable reception of low data rate packets
a non-zero number of packets from a transmitting neighto periodically communicate the resource availability in-
bor that induces more than 5% of medium busy fractionformation of a node to its carrier sensing neighbors. We
The probability of receiving a packet from a neighbor in-add sufficient redundancy in the communication to en-
creases with the increase in busy-time the neighbor irsure that, with a high probability, all the carrier sense
duces at the receiver node. For example, a node can reeighbors that have non-negligible busy-time impact re-
ceive about one of five packets from a neighbor that inc€ive resource availability information.
duces 40% busy-time and about three of five packets fro . . .

a neighbor thaﬁnduces 80% busy-time. P 3.3 The RSS-packet reception relationship

The same experiment repeated at a higher data rate We now study the relationship between the packet re-
would result in much lower packet reception rates forception rate and the average RSS of the received packets
similar values of busy-time fraction. Additionally, the at different data rates. Reis et al. [8] study the behavior of
reception capability of a radio depends on its sensitivwireless links in static networks and show that the packet
ity, thermal noise level and other environmental factorsteception probability is a function of the RSS of the re-
However, multiple experiments with different off-the-sheceived packets, and this relationship is specific to each
If radios showed that the packet reception at 1Mbps i§ode in the network. They use RSS values of received
achievable at low busy-time values for a majority of theprobe packets to derive a mathematical function in the
radios. form of a piecewise linear curve that models the recep-

To understand the reason for successful packet recefion probability at different RSS valuésWe use a sim-
tion inside carrier sense range, we refer to the datasheéar measurement-based model for characterizing packet
for the Atheros radios. The data sheet states that a packeception rates in our testbed. The modelin [8] measures
sent at 1Mbps can be successfully received when the RSB1d predicts link quality using the RSS values of packets
is as low as zero. In contrast, the Clear Channel Assessent at the broadcast rate. However, the SINR (Signal to
ment (CCA) threshold for Atheros radios is reported to bdnterference-Noise Ratio) requirements for packet recep-
about -81dBm, which corresponds to an RSS! of 14 (agion are different for each of the supported 802.11 data
suming the noise floor to be the default -95dBm) [8]. Thgates. For example, the SINR required for packet recep-
CCA threshold is used to determine whether the chartion at the 54Mbps data rate is much highre@dB) than
nel is busy. The significant difference between the CCAhat at 6Mbps#6dB) [9]. Therefore, link quality predic-
threshold and the minimum RSSI required for packet retions based solely on measurements that use broadcast
ception at 1Mbps indicates that nodes can communicafgckets may suffer from significant inaccuracies.
with carrier sensing neighbors using low data rate pack- The naive approach to rectify this problem is to send
ets. CCA values for Prism radios have been reported tprobe packets at all possible rates. This approach, how-
be as high as 40dB above the noise flbor ever, is highly inefficient and causes excessive load on the

Based on the above results, we have shown that a notietwork. An alternative approach is to use the existing

unicast traffic in the network to measure the link qual-

raction

0.8

0.2 |-

2http://pdos.csail.mit.edu/roofnet/doku.php?id=interesting. ~ 3Please refer to [8] for details of the model.



ity at different rates. To this effect, we note that the rate We explore the degree of stability of the busy-time
selection algorithm SampleRate [10] maintains statisticsnetric and the appropriate time scale to measure and pre-
about the average number of packet retransmissions dict the busy-time metric. We conduct experiments sim-
different rates between each neighbor pair. Thus, the traftar to those in Section 3.1 for all the links in the testbed
fic utilized by SampleRate is an ideal candidate on whiclo measure the packet reception and corresponding busy-
to piggyback the link quality measurements at differentime. In this case, however, the experiments are con-
rates. An advantage of integrating the link quality meaducted for one hour during various times of the day. We
surement with SampleRate is that SampleRate maintaitisen compute Pearson’s linear correlation coefficient to
up-to-date statistics on all the rates that a node uses orstudy the relationship over time between packet recep-
likely to use. Also, SampleRate does not send frequertion rate and busy-time. We find that the two entities
probe packets for data rates that it is not likely to useare highly correlated for all the links with 0.895 as the
Therefore, this integration provides a scalable method ahedian value of the correlation coefficient. This implies
link quality estimation at different data rates. that, similar to packet reception, the busy-time behav-
We modify the MadWifi driver to maintain statistics ior of links can also be predicted for appropriate time
about the RSS of each received packet on a per-rate basisales (on the order of tens of seconds). However, the
for each neighbor. Each node periodically exchanges itsredictability of busy-time is affected by atypical events
SampleRate statistics with its neighbors. Each node thesuch as operation of a microwave.
computes the RSS-packet reception relationship for each
rate. We deploy the modified MadWifi driver throughoutg  ADMISSION CONTROL
our testbed and each node obtains the RSS-packet recep- _ .
tion piecewise linear curves for different data rates. We build on the results from Sectlon 3 @“d. present the
Figure 2 shows the RSS-packet reception at differerf{€Sign of our Measurement-Driven Adm|sspn Control
rates for an example node in the testbed. Due to lack DAC) system. The use_of MDAC _results in the re-
space, we present data for a single representative no gction of net\_/vork congestion that is likely to be created
while the inferences below are based on data for the ef?y the unrestncted. ad_mlssmn of flows. .
tire testbed. We observe from the graph that each data, 10 Perform admission control, we consider the band-

rate exhibits significantly different characteristics for the/V!dth allocation, delay and jitter metrics. By controlling

same RSS value. The graph also shows the different R&Endwidth allocation, delay and jitter can also be con-
requirements for the 802.11b and 802.11g rates that resdfp!led [4]. Therefore the metric of primary interest for

from the difference in the underlying physical layer tech- DA.‘C is the available bandwidth. In a shared erelgss
nology. Another observation from the graph is that therdn€dium, the two factors that determine the bandwidth

does not exist an obvious correlation between the curv ailab(ljg on.aflink arz ﬁ) the frac.tliotr)ll 0]; time for V.Vhi.Ch
for different rates. Therefore, extrapolating link qualityt€ Mmedium s free and hence available for transmissions,

based only on broadcast packets leads to errors in predi nd2) the ‘?'at‘?‘ rate used for_transmi_ssions. _Each node has
tion. Note that some nodes in the network do not havd€ transmission data rate information available locally.
packet reception data for all possible rates. This gap i§ OWeVer, [t)he frac'uondof time for which the medium is
because SampleRate measures link quality only for thodEE€ Must be comput%.. on of de behavi
data rates that it is likely to use, which may be a subset of Y& Next present a discussion of 802.11 node behavior

all the available data rates. Because these data rates ir_lteractiqn Wit.h neighbors. _An unde.rstan.ding .Of the
not likely to be used for transmission, the absence of thi ode interaction with neighbors is essential to identify the
data does not affect the link quality p’redictions. actors that affect the packet transmissions and receptions

From the above result we learn the importance of med! the network upon the admission of a new flow.
suring the link quality at each data rate individually. The ;
implementation of MDAC uses the modified MadWifi 4.1 Node b_ehawor ]
driver. The RSS-packet reception curves obtained from An 802.11 wireless node can be in any one of the fol-

the driver are then used to estimate the impact of a nel@wing states: TX, RX, ChannelBusy and Free. We rep-
flow on packet reception. resent the fraction of time spent by a node in each of

these states ds-x, trx,tcp andtg, respectively. TX
. and RX represent the transmit and receive states. Chan-
3.4 Temporal behavior nelBusy represents the duration for which a radio cannot
Previous work on measurement of packet receptions iattempt a packet transmission. Thitss includes the
static wireless networks has shown that, although packetine during which the channel is bus§-( 4), and the
losses occur in bursts, the quality of a majority of linksadditional time the 802.11 MAC spends for the DIFS,
in the network is stable when measured over long tim&IFS and backoff periods {;4¢). Note thattcca =
intervals (on the order of tens of seconds) [8, 11]. Thiscca — trx — trx, SinCetcca, the fraction of time
observationimplies that the packet reception rate of a linkhe Clear Channel Assessment (CCA) indicates the chan-
measured during one time-window of suitable granularnel to be busy, includes the transmission and receive time
ity can be used to accurately predict the packet receptioduration. In shortfcp constitutes the unusable fraction
probability during the subsequent time-window. of medium time that could be due to any of: channel



. - : Once the new flow is admitted-x at nodesS in-
— -~ Carier Sense Range_ —; ﬁ]\{:;téz?jr%j_;rfziﬁc creases by, If there is sufficient free medium time
™~ at nodeS (tr > triow), the impact on existing trans-
missions atS is negligible. However, without sufficient
medium time 0, > tr), packet transmissions &t
could be throttled with the admission of the flow.

A similar argument holds for nod#’, a carrier sens-
ing neighbor of nodeS. As a carrier sensing neighbor,
the Busytime at nod&/ increases by up toy;.., with the
admission of the new flow. The impact of this increase
depends on the available medium timeat N. Without
sufficienttr, the existing packet transmissions could be
Figure 3: A node pair S-R admitting a flow. throttled at/V.

Now, suppose that nodesand B both have an exist-

nqise_, thermal noise, neighbor-to-neighbor packet tran%g flow to nodeN. The reception of packets at node
missions or the MAC overhead. The remainder of thg. 1, sendersd and B can be affected due to the colli-
time constitutes . The Free state time fractiotiy, can  gjons caused by the overheard traffic from nédeNote
be calculated af =1 — (fcoa +tmac). that nodeA is partially outside the carrier sense range
To understand the impact of a new flow in the network ot ¢ and nodes is completely outside the carrier sense
we need to examine its eff‘?Ct on both the TX_and R)Qange. Thus, nodeS and A share the medium and node
states at a node. If the medium time consumption of thg j5'4 hidden terminal to nod§. The rate of collisions
new flow is higher than the available time at a node, s thys expected to be higher on transmissions from node
the ¢7x time at the node could be restricted. This be?, assuming other factors such as data rate, packet size

havior is due to the physical carrier sense mechanism ¢f;, 4 packet rate to be the same.

the IEEE 802'1.1 MAC protocol. Packe_ts are transmitted  p5cyet collisions result in retransmissions frenand

only when mediumis sensed free. The implication ofthisy  These retransmissions increase, at nodeN and

behavior is that packet transmissions can be throttled dLi%B at other neighbors oft and B. This can cause a

to an increase in the ChannelBusy timeg, caused by  hiential congestiomipple effect The reasoning is as

anew f_Iow. follows. Typical response of a rate selection scheme to
The impact of a new flow on the RX state depends om,cket oss is to reduce the data rate for more robust

the signal strength of the current receptions. An increasg,nsmissions [10]. When packets from nodeand B

in channel noise or neighbor packet transmissions desyperience collisions due to transmissions from nSde

creases the reception capability of a node. Packet 10SSgRy o1 4ata rates are used. This leads to a further increase
during RX are likely to result in retransmissions from the; , trx at N andtcp at other neighbor nodes of and
sender, leading to an overall increase?}igj( at thenode. p |t also results in the packets from noddsand B
Thus there are two factors we consider important at peing more susceptible to overlap with other packets in
ery node during admission control: sufficignty 10 al- e medium because the lower rate traffic consumes ad-
low packet transmissions as a sender, and sufficient tol€fiional medium time. The impact of collisions can thus
ance to interference to limit the packet loss as a receive&uiddy spread throughout the network. Thus, it is im-

In the remainder of the paper, we define Busytime a3, ant 1 control the collisions at the neighborsfto
the fraction of time spent in the TX, RX or ChannelBusy

o = éorevent such a ripple effect.
states. Therefore Busytime includes the additional MA Ensuring that the existing flows are not affected by the

overhead caused by the silence periods due to DIFS, SIES\y flow does not suffice. Suppose nodeand D are
and backoff. We can represent Busytime as: senders with existing flows to other nodes in the network
Busvtime— ¢ . 1 (not shown in the figure). NodR is a_ne|ghbo_r of both
Y coa +tumac (1) nodesC' and D and can overhear their transmissions. At
Note that throughout the paper, we have used the terflpdeR, the new flow fromS causes an increasefip .
busy-time’ to refer totcca- This increase inzx makes the packets received at node
4.1.1 Example scenario R, mc!u_dlng packets of the new f!ow, more susceptible
) ) ] ) ) to collisions caused by transmission from nodésnd
We now explain neighbor interaction with the help of p |n particular, the packets are more susceptible to col-
an example. Consider the example shown in Figure Jisjons from hidden terminals such as nadeThe above
where a node paif-R needs to admit a new flow in the gjiscussion about the impact of collisions at naleis
network. For now, consider that the flow only consists ofy5q applicable in this case, with nodeas the receiver.
data packets in one direction frofto 1z; we postpone |n this case, the transmissions are from neighbor nétles
the discussion on the impact of ACKs until later in th'sandD, and the intended traffic is from node

the medium time. We examine the impact of the new flowhacket transmissions and ensuring the loss imposed on
on the different nodes in the network.



neighbor packet receptions is minimal involves predictfrom the neighbor profile and packet statistics collected
ing the increase in Busytime and the increase in packet the receiver node.
collisions that can result with admission of a new flow. A new flow is admitted into the network only if all of

IEEE 802.11 requires transmission of an ACK for ev-the above decision steps indicate that the new flow will
ery data packet received. Due to the smaller packet sizapt lead to congestion in the network. We next discuss
the Busytime impact of ACK is expected to be much lesgach step of the admission control operation in turns.
than that of data traffic. However, in case of VoIP traffic,
we cannot ignore thg ir_npact of ACKs due to the compa, 5 1 Profiling the neighbors
rable packet transmission durations [12]. ] 2 ) o

The packet collision impact of ACK packets does not l_\lelghbor profllmg |.nvolves coIIec'qqn of statistics re-
depend on the carrier sense range of the nBd&his is qulr_ed_ for the admlssu?n control decision. Th(_a following
because ACKs are always sent after a SIFS wait uponst;atlstlcs aboqt the neighborhood are essential: R’_SS and
data reception. This is in contrast to a data packet tranfacket reception at each data rate; packets received per
mission that occurs after carrier sensing that the channggcond at each data rate; data rate usage on links; and the
is free. This property of transmission of ACKs implies Busytime impact of a node on its neighbors.
that R acts as a hidden terminal to nodes outside the car- !N order to minimize the network overhead, we collect
rier sense range of the node This is because neighbors all our measurementdata} fror_n the observe_d.data trafficin
of the nodeS that can overhear the data packet set thdhe network. The MadWifi driver was modified to track

NAV value so as to not collide with the ACK packet.  the RSS of the received packets as well as the count of
We next present the design and operation of MDAC. Packets received and sent different data rates from all the

neighbors. This data is aggregated and periodically com-
. municated to the neighbors. The communication of the
4.2 Operation aggregated data occurs with a periodic broadcast packet.
At a high-level, MDAC decides whether to admit a MDAC needs neighbor statistics from a two-hop neigh-
new flow into the network based on two considerationsborhood. The one-hop neighbor statistics obtained dur-
first, the node and its neighbors have sufficient resourcesg the current cycle of broadcast are, therefore, piggy-
(medium time) to accommodate the new flow; and sechacked in the next cycle of packet broadcast.
ond, the admission of the new flow does not negatively With the received packet count statistics from neigh-
affect the performance of existing flows. The two con-bors, nodes can determine the packet reception rate at
siderations of the scheme are evaluated with the help dfifferent data rates to each neighbor. Nodes can then con-
five operational steps outlined below. Each of these stepdruct piecewise linear curves at each data rate using the
is discussed in detail in the following sections. reception rate and RSS statistics. Nodes also compute the
1. Each node in the network maintains a profile for eactaverage medium time consumption from the average RSS
of its neighbors. The neighbor profile includes statisticstatistics using the PHY Deferral model proposed by Reis
of average RSS, packet reception rates, number of packt al. [8]. Reference [8] provides a detailed description
ets received per second, busy-time, and link data ratesf the PHY Deferral model.
The neighbor profile is generated and maintained using To summarize, we maintain the following information
either broadcast probes or the data traffic transmitted bgt each node in the network:
the nodes. In addition to a neighbor profile, nodes alse RSS and reception statistics per neighbor averaged over
maintain statistics about the consumption of local resoura time window. We represent the average RSS from a
ces, such as the Busytime, the average number of packetsdeS at R asRs k.
sent and received per second, and the average data rate. Piecewise linear curves representing the relationship
2. A node that wishes to admit a new flow estimates théetween RSS and data reception at different data rates.
availability of sufficient local bandwidth for packet trans- Piecewise curves predict the reception rate at a certain
missions. The available local bandwidth is predicted usRSS for a given data rate at a node. At a nétjeve rep-
ing the local Busytime information. resent this function oR sz and data raté aspr(Rsg, d).
3. The node then estimates whether the new flow wille Packets received per second and data rate statistics of
throttle on-going transmissions at any of its neighborsthe two-hop neighborhood. We represent total packets
The Busytime information from the neighbor profile andper second at a nodB as PPSg; packets per second
the Busytime impact of the new flow is used for the decifrom S at R as PP Ssg; and packets per second frosh
sion. atR at a data ratd asPPSgr(d).
4. Next, the node estimates whether the packet collisions Fractional Busytime impact of a node on its neighbors.
caused by the new flow at any of the neighboring node#/e represent the fractional Busytime impact of a node
exceed a threshold. The Busytime and packet statistics on nodeR as Blgg, and it can be understood as: for
from the neighbor profile of the two-hop neighborhoodeveryy packets transmitted by nodg Blsg * y packets
are used for this decision. are carrier sensed &t.
5. Finally, the node estimates whether the packet collie The most likely data rate to be used between a node
sions caused by the existing traffic on the new flow ex-5 and its neighbor?, and the expected number of trans-
ceed a threshold. This decision is based on the Busytinmaissions to send a packet successfully at the data rate.



DRgp is the data rate used most during the previous in- The additional medium contention introduced depends
terval of time. The expected number of transmissions ain the Busytime impact valud$/gy andB1ys. For the

a data ratel on link S-R is represented aETXgR. best case oBIgy = 0, there is no transmission throt-
) : ) tling at nodeN. However, for anyBIgy > 0, the impact
4.2.2 Busytime estimation on the transmissions @ depends on the extent of the

We now describe steps 2 and 3 of MDAC operation. transmission period that node ‘steals’ from nodeN.
Local Busytime:  As discussed in Section 4.1, Busy- 1 his depends on multiple factors: the data rates selected
time is the fraction of time spent in the TX, RX or Chan-PY the nodes, the packet scheduling and the Busytime im-
nelBusy states. The MAC overhead, 4c, can be ap- Pact of one node on the other. We consider the free time
proximated by measuring the number of overheard datgft at nodeX if flow f steals all the medium time as
and ACK packets. For a network operating on the 2.£redicted by the Busytime impact of nofeandF.

GHz band, we can account fog; 4 by promiscuously If § represents the margin for variations, the next check
measuring the packets heard on 802.11b and 802.11fgr admission of a flow/ from 5 to R is given by:

tmac calculation also accounts for the DIFS, SIFS and d a B ‘

the average backoff for a packet. The average backoff cart lsv * BR; + Blny » BRj 40 <1 = Busytimen (4)

be computed as a function of the number of neighbors pr. . « BRr? represents the Busytime impact of the data
at a node [9]. Note that the Busytime estimation can 0n|¥)ackets fromS at N, and BIgy * BR® represents the
be a close approximation as it is difficult to model baCk‘Busytime impact of the ACK packets f‘roﬁl atN.
off accurately and account for all the packets that cause The final piece of the framework involves estimation
medium busy-time at a node. of the impact of packet collisions in the neighborhood.
Let the Busytime requirement of the data and ACKyye consider the impact of packet collisions from the new
packets of a new flow to be admitted between nodesfioy on the existing traffic in the medium as well as the
S andR be BR} and BR§. The Busytime requirement jmpact of packet collisions on the new flow in our imple-

values can be estimated with the knowledge of the bit ratgentation. For space constraints, we do not present the
of the flow, the likely data rate onlink-R (Dsr) andthe  analysis in this paper.

expected number of transmissions at data fate,. The

bit rate information for the flow can be obtained from the

application layer. For instance, a typical value of 64Kbp§' IMPLEMENTATION

with a packet size of 160 bytes can be assumed for VoIP We implemented the MDAC solution on UCSB Mesh-

flows using G.711 codec. If represents the margin for Net. Our implementation consists of two main modules

variations, the first check for admission of a flgifrom  at each node in the network: a measurement-based profil-

S to R is given by: ing module and the decision control framework. The pro-

d " . filing module collects and maintains the statistics at each

BR} + BR} +0 <1 — Busytime (2)  hode about its neighbors. The decision control frame-

4 ) work makes flow admission decisions based on these statis-
BR} + BR} + 6 < 1 — Busytime; 3)  tics.

Busytime at neighbors: The Busytime impact on the Measureme_nt-based prpfiling: Ourmeasureme.n_tfrqm-

to prevent the throttling of packet transmissions at theslong with a user-space module to collect and exchange
nodes. Consider a neighbor nalefor the sendes. Let statistics between nodes. As discussed in Section 3.3, we
Blgy > 0andBIys > 0 represent the fractional Busy- leverage statistics from the SampleRate module to track
time impacts of one node on the other. Consider that th§'® ETX values at different data rates for each neigh-
neighbor nodeV hastr = 0; its medium time is com- bor. This information is periodically extracted through
pletely saturated by its transmission and receptions. Ldéfe/ proc filesystem interface and broadcast to neigh-
the local admission check &tand R in Equations 2 and bors every 10 seconds. Additionally, as discussed in Sec-
3 pass for a new flowf. This indicates that there is suf- tion 4.2.1, we n_10d|f|ed the driver to track the average
ficient free time to accommodate all the transmissions d8SS of all received packets and the number of packets
S and R. However, this check does not suffice to pre_from each neighbor. The measured packet reception and
vent the transmission av from being throttled by the average RSS values are used to incrementally build the
new flow f, even for the case of being able to carrier Piecewise linear curves. The last piece of maintaining
sense all the packet transmissions fréi This is be- the neighbor profllg mvolyes measuring the.Busytlme im-
cause additional transmissions from the new fipwon-  Pact of a node on its neighbor. The Busytime impact is
tend for the medium with nod&s transmissions. The Computed from the average RSS statistics of the received
increase in contention results in increasing the overaffackets as described in Section 4.2.1.

transmit duration for the nod&’. However, since node Decision control framework: The decision control fra-

N is already completely saturated, nofleis likely to  meworkis implemented as a user space library that can be
experience throttling of its transmissions if the new flowimported into the application code. As discussed in Sec-
is admitted. tion 4, we implement the four operations of estimating



local medium time, neighbor Busytime, packet collisions 1

caused by the new flow and packet collisions on the flow. ¢

For our evaluations, we use a Busy-time margin of £ 087 1
10% for thes parameter in Equations 2, 3and 4. Inother § 41| i
words, Busy-time is considered fully utilized at 90% us- &
age. The above value éfpermits aggressive admission o 04| .
of flows and improves the medium utilization. In ourim- £ o2 | |
plementation, we set parameters for use with the Sam- £ F”terg'j' {g:ﬁl{: o
pleRate algorithm as follows. SampleRate switches to a 0 : A : :
data rate expected to consume the shortest time for a suc- s 20 -0 0 10 20 30
cessful packet transmission. We can thus compute the Busytime Deviation

packet reception rate required at each data rate beforea _ ) .
switch to a lower data rate occurs. We restrict flows when ~ Figure 4: CDF of predicted Busytime error.
the predicted collision losses at the current data rate reach

within a margin ofé=10% of the packet losses at which hidden from the initiator node experience significant Busy-

SampleRate switches to a lower data rate. time variation during the flow. One of the factors that
may have caused this variation is the packet collisions
6. EVALUATION that result from the new flow admission. Other factors

include link quality variations or traffic variations. How-

ducted over the UCSB MeshNet which is a 25-node in€Ver: the traffic on our testbed does not vary significantly
door wireless testbed deployed in three floors of the e jue to the constant bit rate used in the experiments. We

gineering building [13, 14]. All nodes in the testbed useherefore believe that packet collisions account for a ma-

802.11b/g cards based on the Atheros chipset. Each nolfsty of these instances of variation in Busytime.

is also equipped with an Ethernet interface that is used tflethodology: At a central server, we generate a flow
control the node during experiments, thus ensuring th&equence file that lists a random sequence of 50 one-hop
the experiment control traffic does not affect the wireles§lows between node pairs in the network and indicates
network experiments. We use the MadWifi [15] driverthe initiation time and duration of the flow. The average
v0.9.2 to control the cards. RTS/CTS is disabled for alinter-flow arrival time is 20s and the average duration of
the radios. The testbed co-exists with an 802.11b WLANeach flow is 300s. The random sequence of flows enables
that provides Internet connectivity throughout the build-Us to study the busy-time behavior with different levels of
ing. The focus of our evaluation is to understand théetwork utilization. The flow sequence file is distributed
Busytime impact and collision prediction, the ability of to all the nodes. Prior to the experiment, the nodes are
MDAC to limit flows in the network, and to ensure QoS time-synchronized with a common NTP server to the ac-

All the experiments described in this paper are con

to VoIP flows. curacy of about 5ms. The nodes initiate 64Kbps UDP
_ o flows using a fixed packet size of 160 bytes in accordance
6.1 Busytime prediction with the initiation and duration time specified in the se-

We first study the accuracy of Busytime prediction induénce file. Additionally, all no_des collect the avai[able
the presence of traffic. This helps us understand the effeB€ighborhood Busytime statistics two seconds prior to
tiveness of computing local and neighborhood Busytim@nd 10 seconds after a flow initiation between any pair
as part of the admission control metric. pf nodes.. The nqdes also record th_e preqllct_eq.va_llue of

In these experiments our objective is to understand thicrease in Busytime for each flow prior to its initiation.
accuracy of Busytime prediction. We do not yet perform_ Ve repeat the experiment five times and collect the
admission control, and hence we expect packet collision8Usytime statistics from all nodes. With the help of the
particularly from hidden terminals, to affect the BusytimeBusytime statistics collected prior to every flow initia-
prediction. Packet losses due to collisions lead to varigion. we compute the deviation in the observed Busytime
tion in the data rate used by the rate selection algorithnifom the predicted increase in Busytime of a flow.

This can in turn affect the Busytime usage at the nodeResults: Figure 4 plots a CDF of the deviation of the

that overhear the traffic. The prediction is thus expectegredicted medium Busytime from the observed Busytime
to be less accurate in the scenarios when the Busytimefisr all the results and the filtered results. The median
affected by packet collisions. Busytime variation for the filtered results is about 6%,

We adopt the following procedure to filter the results inwhile it is about 18% for the complete results. We make
situations where we expect the variation in data rate dusvo inferences from the results. First, collisions have a
to collisions to have caused a significant impact on thsignificant effect on the accuracy of Busytime prediction.
Busytime at nodes. With the collected statistics, we cafhis implies that the performance of admission control
isolate instances where nodes outside the carrier sensehemes that consider only busy-time to limit flows may
range of a node that has initiated a flow experience sigsuffer due to packet collisions in the network. Second,
nificant variation in the Busytime for the duration of the the Busytime prediction, in the absence of hidden termi-
flow. In other words, we separate instances where nodesl collisions, is fairly accurate<10% deviation).
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Figure 5: Per-flow throughput with MDAC.

Figure 5(b) shows the timeline of performance using
100 1 1 the complete MDAC system, i.e., with both the Busy-
M , time and collision estimates. The graph shows that 12
flows were admitted and the network could sustain all
the admitted flows. Measurements showed that the aver-
age packet delay of all the 12 admitted flows was under
60ms. This result, along with the results discussed next,
shows that MDAC is effective in limiting the number of
flows in the network and ensuring bandwidth availability
to admitted flows.

Number of Flows

Flow Topology
AOPAS) cmme Pescanseaac) memm 6.3 Ensuring QoS
) _ ] We now evaluate the performance of MDAC in terms
Figure 6: Number of VoIP flows admitted. of providing the desired quality of service for the exam-
" ple application of VoIP. A practical guideline to evaluate
6.2 Admission control the quality of VoIP flows in a network includes the fol-
We now evaluate the effectiveness of MDAC for ad-lowing two constraints: a network delay budget of 80ms,

mission control. In particular, we study the throughputand packet loss rate below 5% assuming the presence of
performance of the flows in a network that uses MDAC. error concealment algorithms [16].

Methodology: The basic methodology of network setup Methodology: We follow a similar methodology as in
and the flow initiation is similar to the methodology usedSection 6.2 with a flow interval rate of 10s and duration
in Section 6.1. We initiate 30 flows with a flow interval of 300s. Additionally, we implement a handshaking pro-
of 10s between random sets of 1-hop node pairs on thecol that mimics the call-setup phase before the start of
testbed. Each flow is a 64Kbps constant bit rate UDP flokeach VoIP flow. The duration of the experiment is 30
with fixed packet size of 160 bytes and lasts for 300s. Weninutes and we run seven trials of the experiment with
track the average throughput (in packets per second) amlifferent flow sequence files. For each flow topology, the
the average delay experienced by the individual flowsexperiment is performed with the MDAC system as well
We study the performance of MDAC in two system con-as without admission control.

figurations: in the first, we consider only the Busytimeresyits: Figure 6 compares the number of flows admit-
estimation for admission control decisions; in the secteqd with admission control (AC) and no admission con-
ond, we consider both the Busytime estimation and thgo| (No AC) for different flow topologies. Each topology
collision estimation for admission control decisions. Thecorresponds to a different experiment trial. The figure
second scenario represents the complete MDAC solutioBiso shows the number of flows for which the QoS re-
Results: Figure 5(a) shows a timeline of the throughputquirements were satisfied with admission control and no
performance of 15 admitted flows using only the Busy-admission control. Of the possible 180 flows, the max-
time estimate, i.e. without collision estimation. We findimum number of flows that were admitted during any
that the throughput performance of four flows is signifi-experiment is only 93. This is because heavy conges-
cantly affected £25% drop in throughput). Repeated ex-tion causes failure of the call-setup handshake and pre-
periments with higher Busytime marging of upto 50% vents establishment of the flow. The results show that
did not prevent the throughput reduction of these flowswithout admission control, only a small fraction of the
The average delay for the four affected flows is 1.2s, 2.3$lows have their QoS requirements satisfied. On the other
1.5s and 2.1s. These results illustrate that Busytime prétand, MDAC allows initiation of only about 50-60% of
dictions alone do not suffice for admission control. the number of flows initiated without admission control.



More importantly, the QoS requirements are met for aboutriven admission control framework that leverages wire-
95% of the admitted flows, thus demonstrating the effecless characteristics for admission control in a static wire-

tiveness of MDAC. less network. While our work is a critical first step to-
wards realistic flow control in wireless networks, much
7. RELATED WORK work remains to address the challenges of a mixed traf-

) ) . fic network and make MDAC robust enough to handle all
The problem of ensuring QoS in 802.11-based wireneatwork and traffic scenarios.

less networks presents several challenges and has been gy work shows the feasibility of a distributed frame-
topic of active research for several years. The channglqrk to predict wireless behavior, based on inferences
variations and the contention-based access of the 802. 3oyt wireless conditions from local measurements. This
protocol makes the problem of ensuring the QoS requirénakes a strong case for measurement-based approach to
ments of delay-sensitive and bandwidth-sensitive mu'“protocol design in wireless networks. As part of our fu-
media applications a challenging problem. ture work, we intend to design MAC layer solutions that

In prior research, TDMA-style approaches [17, 18]ieverage local busy-time information about carrier sense

have been proposed to enable fine-grained control of thesighhors for efficient packet scheduling.

medium and provide QoS guarantees to real-time appli-
cations. The controlled access of the medium simplifie
the problem of reserving bandwidth on a per-flow ba-
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difficult to realize in a real-world network.

Some QoS solutions, such as [19, 20], propose a joirf).
admission control and routing scheme for ad hoc wire- ]
less networks. They provide detailed computations that
can be used to estimate available bandwidth in a multi?
hop wireless network. The bandwidth computations for a
node assume a 100% Busytime impact for all the neighp]
boring nodes. However, in our work we show that this
assumption leads to overestimation of the bandwidth re*
quirements in the network.

Contention-aware Admission Control Protocol [4] and [°!
Perceptive Admission Control [6] attempt to address the
challenges of admission control in a multihop wireless !
network. These approaches focus their attention on the
problem of communication with neighbors in the car- "]
rier sense range and propose solutions that cannot be im-
plemented with current hardware. In contrast, we have®!
demonstrated the possibility of communication with car-
rier sense neighbors using commodity hardware. &

SoftMAC [16] proposes a software framework that em-10j
ploys coarse-grained control to regulate network load an 1
ensure QoS. The authors suggest the use of a Fraction
of Air Time metric to estimate available bandwidth at a
link. SoftMAC, however, does not account for either the
impact of collisions or the partial Busytime impact.

To the best of our knowledge, ours is the first admissia
sion control scheme that relies on real network measur n
ments for its decision-making. The use of measured Busy-
time and link quality metrics enable MDAC to account
for the impact of collisions and the partial busy-time im-15
pact and facilitate effective admission control. [16]

[12]

[17]
[18]
{19]

8. CONCLUSION

With the growing popularity and increasing usage o

802.11 wireless networks, there is an urgent need for mech-

anisms to prevent network breakdown in the presen
of heavy traffic. We present MDAC, a measurement-

REFERENCES

1] A. P.Jardosh, K. Mittal, K. N. Ramachandran, E. M. Belding, and K. C.

Almeroth, “IQU: Practical Queue-Based User Association Management
for WLANSs,” in Proc. of MobiComLos Angeles, CA, Sep 2006.

] J. Eriksson, S. Agarwal, P. Bahl, and J. Padhye, “Feasibility Study of Mesh

Networks for All-Wireless Offices,” ifProc. of MobiSysUppsala, Sweden,
June 2006.

J. Camp, J. Robinson, C. Steger, and E. Knightly, “Measurement Driven
Deployment of a Two-Tier Urban Mesh Access Network,Froc. of
MobiSys Uppsala, Sweden, June 2006.

Y. Yang and R. Kravets, “Contention-Aware Admission Control for Ad
Hoc Networks,"IEEE Transactions on Mobile Computinepl. 4, no. 4,

pp. 363-377, Jul 2005.

K. Xu, M.Gerla, and S. Bae, “How effective is the IEEE 802.11 RTS/CTS
handshake in ad hoc networks,”roc. IEEE GLOBECOM '02Taipei,
Taiwan, Nov 2002.

I.D.Chakeres and E.M.Belding-Royer, “PAC: Perceptive Admission
Control for Mobile Wireless Networks,” iProc. of QShingDallas, TX,

Oct 2004.

J. Padhye, S. Agarwal, V. N. Padmanabhan, L. Qiu, A. Rao, and B. Zill,
“Estimation of Link Interference in Static Multi-hop Wireless Networks,”
in Proc. of Internet Measurement ConferenBerkeley, CA, Oct 2005.

C. Reis, R. Mahajan, M. Rodrig, D. Wetherall, and J. Zahorjan,
“Measurement-Based Models of Delivery and Interference in Static
Wireless Networks,” irProc. of SIGCOMMPisa, Italy, Sep 2006.

X. Yang and N. Vaidya, “On the Physical Carrier Sense in Wireless Ad
Hoc Networks,” inProc. of INFOCOM Miami, FL, Mar 2005.

J. Bicket, “Bit-rate Selection in Wireless Networks,” Master’s thesis,
Massachusetts Institute of Technology, 2005.

D. Aguayo, J. Bicket, S. Biswas, G. Judd, and R. Morris, “Link-Level
Measurements from an 802.11b Mesh Network,Pioc. of SIGCOMM
Portland, OR, Aug 2004.

C.-H. Lin, H. Dong, U. Madhow, and A. Gersho, “Supporting Real-Time
Speech on Wireless Ad hoc Networks: Inter-Packet Redundancy, Path
Diversity, and Multiple Description Coding,” iRroc. of WMASH
Philadelphia, PA, Oct 2004.

(2006, December) UCSB MeshNet. [Online]. Available:
http://moment.cs.ucsb.edu/meshnet/

H. Lundgren, K. Ramachandran, E. Belding-Royer, K. Almeroth,

M. Benny, A. Hewatt, A. Touma, and A. Jardosh, “Experiences from the
Design, Deployment, and Usage of the UCSB MeshNet TestbetEHE
Wireless Communication Magazin&pril 2006.

(2006, December) MadWifi. [Online]. Available: http://madwifi.org/

H. Wu, X. Wang, Y. Liu, Q. Zhang, and Z. Zhang, “SoftMAC: Layer 2.5
MAC for VoIP Support in Multi-hop Wireless Networks,” iRroc. of
SECON Santa Clara, CA, Sep 2005.

C. Lin, “Admission Control in Time-Slotted Multihop Mobile Networks,”
IEEE JSACvol. 19, no. 10, pp. 1974-1983, Oct 2001.

C. Zhu and M. Corson, “QoS routing for mobile ad hoc networksPinc.
of ICC, Miami, FL, Jun 2002.

Q. Xue and A. Ganz, “Ad hoc QoS on-demand routing (AQOR) in mobile
ad hoc networks,Journal of Parallel and Distributed Computingol. 63,
no. 2, pp. 154-165, 2003.

L. Chen and W. B. Heinzelman, “QoS-aware routing based on bandwidth
estimation for mobile ad hoc network$BEE JSACvol. 23, no. 3, pp.
561-572, Mar 2005.





