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ABSTRACT
The performance of a clustering protocol for sensor network is of-
ten measured by the energy spent by the network. But there are
other metrics that are of significance, namely the latency of the net-
work and the quality of the overall information sensed by the net-
work. In this paper, we have show three ways to measure the qual-
ity of information obtained in a sensor network. Our first method
an information loss metric that we have formulated is a statistical
method to estimate the quality of information. Our second met-
ric, the entropy ratio metric based on Shannon’s information theory
gives us a ratio that indicates the quality of information obtained.
Our third method is based on variance. This deterministic method
essentially calculates the mean square error between the true and
the estimated signal over all the nodes. This simple method pro-
vides an effective way to measure the amount of information lost.

1. INTRODUCTION
Sensor networks are designed with energy optimization in mind. A
large number of nodes are deployed in remote location to obtain
aggregated information. The information gathered at every node
is aggregated and sent to the base station. The conventional way
to measure the performance of clustering protocols is to measure
the amount of energy used in the whole process [1][2][3]. Some
researchers have used the average number of hops required for data
to travel to the base station as a measure of the performance of the
protocol. This is in fact a measure of the delay or latency in the pro-
tocol. A method to formulate energy spent and delay in clustering
protocols for sensor networks is described in [4]. In this paper, we
have formulated three metrics to measure the quality of informa-
tion obtained at the base station. We somehow want to measure the
information loss between the initial information obtained at the in-
dividual nodes and the aggregated information obtained at the base
station.

In the last five years many researchers have tried to come up with
clustering protocols for sensor networks. One of the most fre-
quently used distributed clustering protocols for sensor networks is
LEACH [1] which we will discuss in a later section. Another pro-

posed cluster protocol is PEGASIS [2] which is a chain based clus-
tering protocol. Yet another approach is the one used in the TEEN
protocol[5] where the nodes sense data continuously but they only
send data to the cluster head when the sensed value is greater than
a certain preset threshold value. A modification of TEEN is sug-
gested in [6]. In this protocol called APTEEN, a hybrid approach
that combines proactive and reactive networks are used. Another
more recent modification of LEACH is suggested in [3]. According
to this variation of LEACH, a node has a higher chance of becom-
ing a cluster head if it is closer to the base station.

In all these protocols the focus is on minimizing the energy spent.
Although energy spent is the key concern in sensor nets there are
other metrics of performance measure that are of importance as
shown in [4].

To the best of our knowledge, past work on the quality of the in-
formation collected by clustering protocols for sensor networks has
been limited. In [7] the authors try to formalize the data aggrega-
tion efficieny in the context of two protocols, a chain based and a
clustering based protocol. The protocols are then varied to achieve
better data aggregation efficiency. The authors conclude that the
larger the size of the data to be aggregated and the smaller the en-
tropy of the data, the greater is the efficiency of the data aggregation
process. However, they do not measure the quality of the aggregate
data. We on the other hand, want to measure or formalize a method
to measure the quality of the data received at the base station and
how much it varies from the sensed data. In another paper [8], the
authors formulate the amount of data likely to be lost in the whole
sensing process in order to evaluate the quality of the aggregated
data. They list four possible sources of data loss namely sensor
wear and tear, hardware limitations, radio attenuation and network
congestions. They then formulate a model that estimates the data
loss.

In this paper, we focus on the quality of information received at the
base station and the amount of inaccuracy in that data due to the
aggregation process and the different ways of measuring that. We
use the LEACH protocol as a test bed for our metrics.

2. LEACH
2.1 The LEACH model
LEACH[1] uses a simplified network model. The sensor nodes are
uniformly spread over a rectangular area. The base station is as-
sumed to be very far away from this square area. The nodes orga-
nize themselves into local clusters. The data is locally sent to the
cluster heads. The cluster heads do the data aggregation and then
transmit the aggregated data to the base station. A cluster head
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does more work than a non cluster head node. When a cluster head
dies, a chunk of the nodes lose communication, i.e. they effectively
die. To reduce this, within a cluster, cluster heads are rotated, and
all nodes get a chance to be a cluster head equal number of times.
This ensures that the energy of all the nodes are balanced. The
algorithm works in rounds, one round is defined as setting up the
clusters, getting data from all the nodes once, fusing all that data in
the cluster heads and sending that data to the base station.

2.2 The LEACH Parameters
In LEACH, there are some parameters whose values determine the
performance of the algorithm. One such parameter is the number of
clusters in a round. The total energy consumed in a round depends
on the number of clusters. If the number of clusters is more, the
coverage area of each cluster is small, thereby the energy requires
for communication between the cluster head and the members is
less. On the other hand, a fewer clusters would mean less overhead
to set the clusters up and fewer nodes will have to serve as cluster
heads which is an energy expensive event. Thus there exists an
optimal number of clusters for which the energy consumption will
be minimal. In LEACH, an expression for the optimal number of
clusters, k, is derived.

The analysis of LEACH in[1] does not include the MAC layer time
scheduling policy nor does it include the number of routing hops
in the networks layer. But the optimal number of clusters will de-
pend on these factors as the energy consumed depends on these.
Therefore k will change with the MAC protocol scheduling times
and the number of routing hops. Again, in LEACH, the cluster
heads set up a schedule for the non cluster heads to transmit. The
scheme used is TDMA. The value of k will also affect the delay or
latency of the algorithm. It will also affect the quality of the data
aggregated. Thus there exists an optimal value of k for which the
energy consumed per round, the delay incurred and the quality of
data aggregated will all be optimal.

In this paper, we develop three different ways to measure the qual-
ity of information gathered by a sensor network. We also include
the formal derivation of the amount of energy spent and delay [4]
for LEACH. In the simulation part, we show how the different ways
of measuring the amount of quality of information can be used to
obtain the optimal clustering configuration of the protocol.

3. MEASURING THE LOSS OF INFORMA-
TION

In this paper, we provide three ways to measure the loss of infor-
mation in a sensor network. Our first method is a statistical method
that estimates the difference in information content of the true sig-
nal and the sensed signal obtained after aggregation at the base sta-
tion. In the second method we have developed a metric based on
Shannon’s information theory which is a ratio of the entropy of the
sensed signal to that of the signal obtained at the base station. The
third method is based on mean square error and variance and esti-
mates the deterministic error between the true signal and the signal
obtained at the base station.

3.1 The loss of information metric
3.1.1 Description

The cluster heads fuse data from the member nodes and then trans-
mit the fused data to the base station.If there are fewer cluster
heads, more energy is saved. But energy is saved at the expense of

information. The base station only knows the aggregate informa-
tion fused at the cluster heads. Thus, if there are more cluster heads
then the base station has more information about the local regions
and vice versa. Therefore, the information loss is an important pa-
rameter that is a measure of the efficiency of the algorithm [7]. The
amount of information loss is dependent on the number of clusters
in the network. Next, we formally determine an expression for the
total loss of information.

3.1.2 Formulation
Let f(x, y) be the true signal over the coverage area R. Individual
sensors,located at random points (x1, y1), (x2, y2), . . . , (xn, yn),
sense f(x, y) with noise, and send

Sj = f(xj , yj) + εj , j = 1, . . . , N (1)

to the cluster head where εj is a white noise process. A cluster
head then processes the noisy signal from its nodes and sends the
aggregated information Yi to the base station. Assuming there are
k cluster heads operating at a given time, the information received
by the base-station is Y1, . . . , Yk. We define the loss of information
due to data aggregation and noise as

∆k =

kX
i=1

E

Z
Ai

(Yi − f(x, y))2 dxdy (2)

where Ai is the region covered by cluster head i and E stands for the
(conditional) expectation (given the location of the sensors (xi, yi)
and the clusters Ai, . . . , An). In addition to minimizing the en-
ergy and the total delay, a sensor network protocol must also guard
against excessive loss of information, ∆k.

Suppose that the data aggregation at the cluster head is done using
the average of the noisy signals received from the neighborhood
sensors. Then,

Yi = avg{Sj} = avg{f(xj , yj)}+ avg{εj} (3)

where the average is taken over all sensors (xj , yj) that belong to
cluster head i.

Note that the sensors are assumed to be uniformly distributed over
the region of interest R. If we assume that the number of sensors
belonging to a cluster head is large, then by the law of large num-
bers (LLN),

avg{f(xi, yi)} ≈ 1

|Ai|
Z

Ai

f(xi, yi)dxdy = ci say,

where |Ai| ≡ = the area of Ai. Hence, the total loss of information
can be approximated by

∆k ≈ σ2kM2

N
+

kX
i=1

�Z
Ai

ci − f(x, y)

�2

dxdy. (4)

Now note thatZ
Ai

(ci − f(xi, yi))
2dxdy = |Ai|Var(f(Ui, Vi),

where (Ui, Vi) is a random variable that is uniformly distributed
over the region Ai. Hence, using the propagation of error formula



[9], we can further approximate Var(f(Ui, Vi)) and hence, ∆k by

∆k =
σ2kM2

N
+

kX
i=1

|Ai|
h
{D1f(ai, bi)}2Var(Ui)

+{D2f(ai, bi)}2Var(Vi)}
+2
�
(D1f(ai, bi))(D2f(ai, bi))

�
Cov(Ui, Vi)

i
,

(5)

where Djf(x, y) is the jth partial derivative of f(x, y) and where(ai, bi) =
(EUi, EVi) = the center of gravity of Ai. For a circular region Ai

of radius r,

Var(Ui) = Var(Vi) =
r2

π
and Cov(Ui, Vi) = 0.

Hence for the circular coverage region Ai, we have

∆k =
σ2kM2

N
+

kX
i=1

πr2 · r
2

π

h
(D1f(ai, bi))

2+(D2f(ai, bi))
2
i
.

(6)
As in LEACH, supposing the coverage regions Ai have the same
area, the radius r is obtained as

kπ2 = M2, i.e., r =

r
M2

kπ
, (7)

which may be substituted in (16).

Next we consider the important special cases where the signal f(x, y)
has a linear trend and we derive the specific formula for ∆k . In
this case, Djf(x, y) is a constant for j = 1, 2, and from (16) and
(17), ∆k is given by

∆k ≈ σ2kM2

N
+ k(πr4)

�
d2
1

π
+

d2
2

π

�
=

M4

π2k
(d2

1 + d2
2) +

σ2kM2

N
. (8)

From (18), it follows that ∆k decreases as the number of nodes in-
creases. This is intuitively clear as a large number of cluster heads
provides a finer approximation to the true signal and therefore re-
duces the loss of precision. Although an exact expression like (17)
is not available in general, a similar conclusion holds.

3.2 The entropy loss ratio metric
The cluster heads fuse data from the member nodes and then trans-
mit the fused data to the base station.If there are fewer cluster
heads, more energy is saved. But energy is saved at the expense
of information. The base station only knows the aggregate infor-
mation fused at the cluster heads. Thus, if there are more cluster
heads, then the base station has more information about the local
regions and vice versa. Therefore, the information loss is an impor-
tant parameter that is a measure of the efficiency of the algorithm.
The amount of information loss is dependent on the number of clus-
ters in the network. Next, we formally determine an expression for
the total loss of information.

In Shannon’s Information Theory, one of the ways of measuring
the information content of a signal is by using the entropy function.
In this paper, we choose to use the expected entropy as a measure
of the information content of the data.

In LEACH, each node senses and then transmits l bits of data. The
cluster head then fuses the N

k
l bits of data into m bits of data where

m is less than N
k

l.

At each ordinary node, entropy of l bit signal sensed is given by

El = −
lX

n=1

pnlog(pn) (9)

where pn is the probability with which the nth bit will take 0 or 1
value.

Therefore, entropy of all the l bit signals sensed at the N nodes can
be denoted by NEl.

At a cluster head, aggregated data is m bits in length. The entropy
of this data is given by

Em = −
mX

n=1

pnlog(pn) (10)

We define information loss ratio as the ratio of the information loss
for data aggregation and the total information content of the sensed
data. This can be formulated by the following expression

∆k =
NEl − kEm

NEl
(11)

A smaller value of ∆k corresponds to a better quality of the aggre-
gated data and vice versa.

3.3 The variance of estimation
In many scenarios the sensor nodes are used to monitor a variable
in the deployment area. The variable monitored can be modeled
using a function of the location of the sensors. Let this function
be represented by f(x, y) where (xi, yi) is the location of the ith
sensor in the deployment area. Let there be i sensor nodes in the
MxM deployment area.The sensors use the clustering protocol to
report their readings to the CHs. The CHs perform data aggrega-
tion using a data aggregation function and send values to the base
station for the clusters. In a given cluster, the value that the CH
sends to the base station is the value of the estimated signal for all
the members. Let the estimated signal be denoted by f ′(x, y). We
define the variance of estimation, v as follows:
v =

P
i(f(x, y)− f ′(x, y))2 for all i.

A larger value of this metric indicates a poor quality of signal esti-
mation and vice versa.

4. SIMULATION RESULTS
We use a 100m × 100m deployment area to simulate the sensor
network environment.The values of the different parameters used
are the following: Efs = 10 ∗ 10−12Joules; Emp = 0.0013 ∗
10−12Joules; M=100;N=100; Eelec = 50 ∗ 10−9Joules; Eda =
5 ∗ 10−9Joules; Tnchtx = 0.5; Tchtx = 1;Tchrx = 1;d=100;l=1;
∆ d=0.05 sec; dfs = 0.5sec;d1 = d2 = 1.

We obtain the different values of the energy consumed per round,
the delay and the information loss and the entropy ratio for different
configurations of the clusters.The metrics are plotted against the
number of clusters. The number of clusters are plotted along the x
axes and the metrics are plotted along the y axes.

In Figure 1 the energy consumed in each round of LEACH is plot-
ted against the number of clusters from a physical layer standpoint.
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Figure 1: Average Energy per round in LEACH for 100 nodes
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Figure 2: Average Energy per round for 1000 nodes

In Figure 3 we plot energy x delay X information loss against the
number of clusters. In Figure 4 we plot the energy x entropy ratio
against the number of clusters. We see that the optimal number of
clusters is different in each case when different performance mea-
sures are used.

In Figure 5 we plot histogram of the variance of the sensed sig-
nal from the true signal observed over 200 rounds for the LEACH
protocol. Our true signal is of the form

f(x, y) =
�

sin[2πx/100]
��

sin[2πy/100]
�
. (12)

5. CONCLUSIONS AND FURTHER WORK
In this paper, we have show three ways to measure the quality of in-
formation obtained in a sensor network. The information loss met-
ric that we have formulated is a statistical method to estimate the
quality of information. Our second metric, the entropy ratio met-
ric based on Shannon’s information theory gives as a number that
indicates the quality of information obtained. Our third method,
is very simple and is based variance. This deterministic method
essentially calculates the mean square error between the true and
the estimated signal over all the nodes. This simple method pro-
vides an effective way to measure the amount of information lost.
In future, we plan to compare these three methods and apply them
in different scenarios to see which metric is suitable to be used in
what scenario.
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