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ABSTRACT

Applications requiring monitoring such as medical and habi-
tat monitoring, pose a great challenge to sensor network
protocols. Power consumption in wireless sensor networks is
largely constrained in each node of the network due to the
size and the availability of the energy resources. Therefore,
having an enhanced scheme that can save transmission en-
ergy is ideal. This paper presents an energy efficient and
fault tolerant algorithm for routing in wireless sensor net-
works, which meets sensor networks requirements for mon-
itoring systems that huge amount of events are sensed in
them. The algorithm constructs a hierarchy tree over the
network and maintains the distribution of energy by restruc-
turing the hierarchy tree over time. The proposed idea was
implemented using PARSEC and compared to the HPEQ
protocol. Evaluations showed that the proposed algorithm is
proper solution for systems with high amount of data sensed
because of efficient energy distribution in the network and
the ability to aggregate iterative data hierarchically.

Categories and Subject Descriptors

C.2.2 [Computer Communication Networks]: Network

Protocols—Routing Protocols; C.2.4 [Computer Commu-

nication Networks]|: Distributed Systems— Distributed Ap-
plications

General Terms

Design, Performance, Experimentation

Keywords
Wireless Sensor Networks, Routing, Energy Efficiency

1. INTRODUCTION

Wireless sensor networks have become the subject of in-
tense research with recent progress in development of tiny
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processing and sensor systems [2]. One of the most motivat-
ing applications of sensor networks is in environmental mon-
itoring systems. Generally, in these systems sensor nodes are
distributed in the environment, transmitting data to one or
multiple data collection bases (sink nodes), which prepare
data for system users or analytical applications. Several
characteristics and scenarios can be defined for a monitor-
ing systems. For instance in health care monitoring, the
reliability and availability of the system has a high priority.
Such systems must guarantee the delivery of event notifica-
tion messages in a timely manner so that no critical message
is missed. On the other hand, in non-critical systems such as
weather condition monitoring, increasing the life-time of the
system is mostly desirable, while it is endurable to decrease
the performance of the network in a reasonable manner.

One of the most challenging issues in designing protocols
and algorithms for sensor networks is energy awareness. Due
to energy constraints in tiny wireless systems, it is impor-
tant to evenly distribute the energy consumption across the
distributed system in order to increase the total life time of
the network. It is possible to address this issue in several
layers of the design. In application level this can be done, us-
ing dynamic task scheduling algorithms and reconfigurable
processing elements which can change their tasks over the
time [13].

Furthermore, new hardware solutions such as "mostly off
sensors” [15] are utilized in which many of the nodes are kept
idle until some events are sensed. However, this technique
is not applicable to many scenarios where the generation of
events is so frequent which makes it inefficient to apply such
technologies. Routing protocols address the communication
rate and characteristics in sensor networks which can lead
to enormous optimizations in energy dissipation. Basically,
existing routing and data aggregation techniques can be di-
vided into three categories [9]:

1.1 Flat Routing

In flat routing protocols each node typically plays the
same role and sensor nodes collaboratively perform the sens-
ing task. SPIN [5, 10] and Directed Diffusion [8] are of
the most well-known data-centric protocols in this category.
These two protocols motivated the design of many other
protocols which follow similar approaches.

1.2 Hierarchical Routing

In hierarchical routing model, a node will be selected as
the cluster head to aggregate and route data sensed by other
sensor nodes residing in the same cluster. Usually nodes


fezzardi
Text Box

ziglio
Typewritten Text
Permission to make digital or hard copies of all or part of this work for personal
or classroom use is granted without fee provided that copies are not made or 
distributed for profit or commercial advantage and that copies bear this notice 
and the full citation on the first page. To copy otherwise, to republish, to post on
servers or to redistribute to lists, requires prior specific permission and/or a fee.
WICON 2007, October 22-24, Austin, USA
Copyright © 2007 978-963-9799-12-7
DOI 10.4108/pwsn.2007.2286


with higher energy level are selected for being cluster heads.
Employing hierarchical model for aggregating and routing
data leads to reduction of the number of transmitted mes-
sages among the network nodes and therefore is a proper
solution for increasing life-time of the systems [11]. The
main advantage of using hierarchical cluster based routing in
sensor networks is scalability and communication efficiency.
However, most of the work done in this category mainly ad-
dresses the problem of data aggregation rather than routing
[9].

1.3 Location-Based Routing

Location based approach is mainly designed for MANET
(Mobile Ad-hoc Network). As opposed to previous routing
approaches, in location based approaches geographical loca-
tion of sensor nodes are used to address them in the network.
To acquire the location of nodes, it is possible to commu-
nicate to satellites or use GPS (Global Positioning System)
or either to obtain the relative location of nodes on the ba-
sis of the signal strength passed between neighbor nodes.
The common approach for energy saving in this category is
to use sleep modes in nodes that are expected to have no
activity in a period of time. Due to differences in network
constraints, each of the above methods is suitable for spe-
cial applications. A complete survey of the existing routing
protocols can be found in [9].

In this paper we have targeted large scale monitoring sys-
tems in which enormous amount of events are sensed (e.g.
In-building habitat monitoring) that makes flat routing al-
gorithms inefficient. Flat routing mainly applies flood based
data transferring techniques for communication, which will
cause high energy consumption in the system and therefore
decrease the system life time. Furthermore, location based
routing mechanism is not applicable in many cases since ad-
ditional hardware is required. Additionally, GPS and satel-
lite communication is not available in building structures.

In monitoring systems, adjacent sensor nodes may detect
same events and send redundant data to the collection base.
To avoid this redundancy that generates unnecessary traf-
fic and dissipates energy inefficiently, a data aggregation
method is necessary. However, local aggregation of data
which is employed in cluster-based mechanisms is not effi-
cient in many applications. For instance, in tracking appli-
cations many sensors can detect the movement of the target
and send their sensed event to the collector node while data
collected from only a few sensors is enough for this repet-
itive event. The distribution of iterative sensed data over
the large scale network, makes data aggregation using clus-
ter based routing methods in-efficient.

In this paper, we have presented an energy efficient hi-
erarchical multi-hop routing and data aggregation mecha-
nism. This method constructs a hierarchy structure over
the network and uses this hierarchy to forward and aggregate
data toward the sink nodes. The aggregation mechanism is
such that as messages approach the sink node throughout
their route, the scope of aggregation becomes wider. Conse-
quently, more messages will be dropped or merged, compar-
ing to previous cluster based methods. The energy efficiency
of the method is achieved through evenly distributing the
energy consumption among all nodes in routing algorithm.
Furthermore, a fast path recovery and restructuring mecha-
nism is embedded in the algorithm in order to overcome the
issues and problems forced due to corruption of some nodes

or temporary communication errors caused by environmen-
tal conditions.

The remainder of the paper is organized as follows: Sec-
tion 2 discusses some previous related work. Section 3 de-
scribes the idea of proposed mechanism and discusses main
scenarios such as subscription, path recovery and hierarchy
restructuring in detail. Section 4 has experimental results
and the discussion about them. Finally in section 5, the
conclusion and the future work are presented.

2. RELATED WORK

The problem of routing and aggregation in sensor net-
works has been in the interest recent years. [2], [9], [7],
and [14] have done complete surveys on different aspects of
the existing routing protocols. The work in this paper is in-
spired by three well known methods; LEACH [6], HPEQ [8§],
and Directed Diffusion [8]. LEACH is one of the most cited
routing protocols for sensor networks. Basically, it divides
the network to some cluster regions and randomly selects
a cluster head for each cluster to aggregate data. in this
architecture, One hop communication is used to send data
from cluster heads to sink nodes.

Directed Diffusion uses multiple routing paths for trans-
ferring data to overcome single path failures. Although this
method is effective in making the protocol reliable against
path failures but its energy consumption and the possibility
of collisions and redundant data transfers make it inappro-
priate for systems with severe energy constraints or high
frequency data transfers.

HPEQ is another hierarchical cluster based protocol, which
uses LEACH idea for aggregator selection. However, the
communication between cluster heads and sink nodes is done
using the mechanism introduced in PEQ [3], which uses
single paths from source to sink to transfer data packets.
HPEQ and LEACH both suffer from the point that they
require a lot of message communication between nodes in a
cluster for selecting cluster heads. This drawback especially
causes harmful effects on the network when the amount of
produced data is high and therefore it is needed to change
cluster heads periodically to keep the energy consumption
distribution of the network balanced.

3. DESCRIPTION OF HEAP

The basic idea of HEAP is to construct a hierarchical tree
structure over the network. In our scheme, interest messages
are used to build the hierarchical structure. The hierarchy
is rooted at sink nodes and can be built by assigning a level
to each node. Level can be interpreted as the depth of each
node in the tree which can potentially grow large and be-
come in the order of network size. Since sensor nodes are
constrained with bounded storage, having such a level im-
mediately contradicts the bounded size of storage constraint
which was ignored by existing protocols. We observed that
nodes do not need to know their exact level since it suf-
fices for each node to be informed of its parent and children
level. Therefore, level mod 4 is assigned as the level, which
not only limits the level to four numbers but also relative
levels of parents and children can be easily determined.

It is possible that a single node belongs to different hier-
archical trees and consequently has several levels each as-
sociated with one hierarchy. In order to evenly distribute
the power consumption over the network, it is reasonable



Figure 1: Energy map of a network using referred
path

to change the structure of the hierarchy tree over the time.
Since changing the structure of the hierarchy tree is costly

with respect to message transitions, having an efficient method

for restructuring the hierarchy is extremely crucial. In our
algorithm, we take advantage of having multiple parents at a
time, so that we can implicitly restructure only the portions
of the tree that are suffering from the loss of power.

3.1 Construction of the Hierarchy Structure

The network needs to be configured before being used to
gather data from environment. In the wireless sensor net-
work considered here, one node does not have a global knowl-
edge of the network, i.e. a node only has a small amount
of information about its neighbors that are within its wire-
less coverage range. Therefore, a hierarchy structure is con-
structed initially. The hierarchy construction is started by
sink nodes, which transmit interest messages to their neigh-
bors. A level needs to be associated to each interest message
to form the hierarchy. In addition, by each interest message
a sink subscribes to one or more nodes by setting one or
more criteria.

The algorithm for building the hierarchy is based on broad-
casting the interest messages to the network, starting from
the sink. Upon receiving the interest message, each node
will forward it to neighboring nodes. As mentioned earlier,
each node may have several levels and each of them has
to be associated with a hierarchy rooted at a certain sink.
Moreover, each node has to know the route to the sinks for
sending notification messages back to the sinks. Some of the
existing protocols [6] use the same path until the path is bro-
ken which leads to inefficient energy consumption and extra
delay. Figure 1 shows a map that represents the energy con-
sumption in a network when using this method. However,
in our scheme each node keeps a list of the nodes that could
potentially be used as parents so that one of them is chosen
dynamically as the active parent.

The data structure used in the algorithm comprises two
tables: hierarchyTable and subscriptionTable. hierarchyTable
holds the sinkID, level and parent list. The subscriptionTable
is used to store received subscriptions in association with
the sinkID. When a node first receives an interest, it re-
gards what the level field denotes as its level and records the
transmitter in the parent list along with the sinkID. Since

Figure 2: The constructed hierarchical tree struc-
ture

then, if another interest message containing the same level
is received, the node adds the sender of such message to its
parent list. On the other hand, if an arriving interest mes-
sage contains a larger level than the current level of the node,
the message is ignored and will not be forwarded to neigh-
boring nodes. Furthermore, if the interest message contains
a smaller level than the current level of the node, the level
field in the hierarchyTable is updated and the transmitter
is added to the parent list. At the end of the configuration
step one of the parents is arbitrary selected from the parent
list. Figure 2 shows a hierarchy structure that could be built
over a network.

3.2 Restructuring the Hierarchy Tree

Restructuring portions of the hierarchical tree that are
suffering from the loss of power could favor the network life
time. In our algorithm, each parent periodically checks its
energy level until some fraction of its energy is consumed and
will notify its neighbors to change their parents by broad-
casting a CHANGE-PARENT message. Thereafter, the re-
ceiving nodes will proceed to the parent changing process.
In order to make the energy consumption more distributed,
we define a frequency property for each parent in the par-
ent list and the priority is given to parents that has a lower
frequency. Figure 3 shows the restructured hierarchical tree
over the time, previously shown in figure 2.

There exist some cases that the nodes are not capable of
changing their parents, i.e. they have no other remaining
alive parent. Therefore, parent nodes should not wait until
they are so close to dead state to notify their neighbors.
On the other hand, changing the parent frequently would
cause inefficiency by posing additional message transitions.
Apparently, deciding on the fraction of energy that should
be reached until a node notifies its neighbors is an important
factor in keeping the network more stable and robust and
will distribute the energy dissipation in the network.

3.3 Data Aggregation



Figure 3: The restructured hierarchical tree struc-
ture

Sensor nodes in a certain region may detect the same event
and send this redundant data to the sink. To avoid this
redundancy that generates unnecessary traffic and dissipates
more energy, a data aggregation method is necessary. In our
approach for data aggregation, parent nodes in the hierarchy
are chosen to be the aggregator which will aggregate the data
received from all of children. Therefore, each subset in the
network could be seen as a cluster and its root is selected
as the aggregator or so called cluster head. Moreover, the
process of changing the parent is seen as the expiration of
an aggregator and selection of another. It should be noted
that there is no message passing involved in the aggregator
selection process in HEAP (It is done in conjunction with
the parent selection process). Figure 4 shows the clustering
of neighboring nodes in a network.

Comparing our aggregator selection mechanism to [6], HEAP

will always select the aggregator on a route closer to the sink.
In addition, less number of message transitions is made to
select the aggregator. Furthermore, In LEACH some nodes
may remain out of clusters, which does not occur in HEAP.
Moreover, because the aggregators are selected randomly in
LEACH they will not necessarily be selected in a proper
location relative to other aggregators in the network. In
addition, in our approach there is no extra waiting time
necessary for the cluster to be set up since each node will
independently select its aggregator, which is the same as the
selected parent.

3.4 Path Recovery Mechanism

Constraints in the energy supply, transient and perma-
nent faults in sensor nodes and the communication blockage
could cause failure in the transmission of messages. For
overcoming this problem, some existing algorithms apply
periodic flooding mechanisms [8, 12], rooted at the sink, to
repair broken paths and to discover new routes to forward

Figure 4: Clustering over the hierarchical tree struc-
ture

the traffic around faulty nodes. However, this mechanism is
not satisfactory in terms of energy saving because it wastes
a lot of energy for flooding the repairing messages. In the
path repair mechanism proposed in [4], when the message
transmission is failed, the sender will broadcast a SEARCH
message and waits for a reply from its neighbors and conse-
quently a new destination is selected by choosing the clos-
est node to the sink. In such mechanisms the transmission
of failed messages is delayed until receiving response from
neighboring nodes, which can decrease the overall perfor-
mance of the system especially in noisy environments.

In HEAP recovery scheme when the message transmission
fails, the sender needs to mark its active parent as dead and
start the parent selection process as described in section 4.3
which makes the path recovery process faster than existing
approaches.

4. SIMULATION EXPERIMENTS

This section describes the investigation of the performance
evaluation of HEAP through an extensive set of simulation
experiments. The results are compared to HPEQ routing
protocol which was previously compared to Directed Diffu-
sion in [4].

4.1 Simulation Scenario

The HEAP algorithm was implemented using PARSEC,
a parallel simulation software [1]. Since the arrangement
of nodes does not change the results, for the sake of sim-
plicity we chose the mesh to be the arrangement of our net-
work. Table 1 lists the main simulation parameters. To more
closely mimic realistic sensor network radios, we utilized an
energy model such that the idle time power dissipation was
12.36mW, the receive power dissipation was 12.50mW, and
the transmit power dissipation was 14.88mW. Values are
based on the values reported for Directed Diffusion in [8, 4].
By average, two events were generated per second.

HEAP and HPEQ were tested with the same simulation
scenario and parameters. Each measured value was taken
from a mean of 10 simulations outcomes. HEAP is evaluated



Table 1: Simulation Parameters
Parameter Value
Simulation time (s) 1000
Number of nodes 300
Percentage of source nodes | 2-18
Source data rate (events/s) 2
Transmit energy (mW) 14.88
Receive energy (mW) 12.50
Dissipation in idle (mW) | 12.36

Figure 5: HEAP energy distribution map

through the following metrics:

Average Dissipated Energy The average of the energy
dissipated in the all nodes

Average Delivery Ratio The number of received events
to the number of sent events ratio

Lifetime of the Network The lifetime of the network af-
ter the completion of the configuration step until 50%
of the nodes are shut down

Average Configuration Time The average latency for the
complete configuration of the network.

4.2 Evaluation of HEAP

HEAP uses a dynamic hierarchical restructuring approach
in order to improve the distribution of energy over the net-
work using the aggregator switching procedure. Some of the
existing cluster-based protocols [6, 3] use a massive message
passing scheme for the aggregator switching over time, which
is not an efficient approach comparing to the method taken
in HEAP where there is considerably fewer message passing
involved in the aggregator selection process. Another main
drawback of such existing protocols is that the whole net-
work is forced to participate in the process of changing aggre-
gators even though not all regions need to change their ag-
gregator. Therefore, unnecessary message passing will take
place to change the structure of existing clusters.

For the purpose of evaluation, a snapshot of nodes energy
level in the network was taken after 1000 seconds of the sim-
ulation, resulting in the energy map of the network. Figure 5
and 6 illustrates the energy distribution map for HEAP and
HPEQ respectively. It can be observed that the energy dis-
sipation is much higher in HPEQ compared to HEAP. The

Figure 6: HPEQ energy distribution map
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approach taken in dynamic clustering set up (switching of
aggregators, clusters configuration) leads to extra overhead
to HPEQ. In Figure 6, it can be noted that some regions
of the network have rarely been used and energy dissipa-
tion is not evenly distributed. However, The HEAP proto-
col showed a better energy distribution, as seen in Figure
5. The average dissipated energy in nodes surrounding the
sink is much higher in HPEQ compared to HEAP. Conse-
quently, the average event delivery ratio is higher in HEAP
as illustrated in Figure 7.

Figure 8 depicts that HEAP outperforms HPEQ in terms
of average dissipated energy in the network. As mentioned
earlier, the message passing approach taken for the aggre-
gator selection and the path recovery in HPEQ results in
extra overhead. It can also be noted that in HPEQ, energy
dissipation grows with a higher rate by the increase in the
percentage of source sensor nodes. Therefore, HEAP main-
tains a more stable network.

Figure 9 depicts the network life time. It can be ob-
served that HEAP showed better results with respect to the
network lifetime. In HEAP, since the energy consumption
is more evenly distributed, the number of nodes that shut
down decreases. Figure 10 shows the comparison of the av-
erage configuration time for two protocols. It can be noted
that as the number of sources increases the configuration
time spent in HEAP grows in the same order as HPEQ.
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5. CONCLUSION AND FUTURE WORK

A hierarchical aggregation and routing protocol was pro-
posed in this paper. Energy awareness and fast route recov-
ery are the main characteristics of the proposed protocol. It
is shown through simulation experiments that the life time
of the network is increased about 10comparing to previous
well known protocols.

The hierarchical aggregation mechanism embedded in HEAP

routing protocol is especially effective in networks with in-
tensive and close sensor nodes. In such networks events
are sensed by several neighbor nodes and therefore, itera-
tive data packages are produced at approximately the same
time. Therefore, the aggregation can help the network to
drop duplicated sensed events and avoid high amount of data
transmission in the network.

The effectiveness of HEAP is based on several factors, such
as the size of the message buffer, routing and hierarchy level.
The performance of the protocol can be optimized through
finding the best values for the above factors for different
network topologies and sizes.
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