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Abstract—Self-healing networks, or computer networks that
can detect existing or potential pathologies and mitigate them
with minimal human intervention, are particularly attractive in
the home networking space, as home networks are heterogeneous
and are typically configured and maintained by non-experts.
Home networks greatly benefit from the ability to independently
detect and mitigate issues with minimal user intervention. In
this work in progress paper, we propose a proactive framework
for a self-healing home network that detects and mitigates
network pathologies that may lead to reduced application QoE.
The framework collects and analyzes both application-level and
network-level data to assessing the current “health” of the home
network. In addition, the framework will apply a set of heuristics
to determine the best course of action to take when presented
with a set of network conditions.

I. INTRODUCTION

Self-healing networks are computer networks that can detect
existing or potential pathologies and mitigate them with mini-
mal human intervention. Because such pathologies are visibly
evident in end-users’ quality of experience (QoE) of networked
applications, self-healing networks are responsive to the needs
of these applications. Self-healing networks are particularly
attractive to the home networking space. Home networks are
typically configured and maintained by non-experts who have
a limited understanding of network topologies, performance,
and pathologies, much less how to troubleshoot and fix their
networks. Thus, home networks greatly benefit from the ability
to independently detect and mitigate issues with minimal user
intervention. Home networks are highly heterogeneous. The
exact mix of devices within a particular home network, along
with the particular mix of applications within each network,
can vary widely both between and within home networks, as
can the type of connection between the home network and the
home ISP, making network administration, monitoring, and
measurement difficult.

Previous research on home networks focuses on perfor-
mance issues [1], [2], architectural concerns [3], and reactive
troubleshooting of existing topologies [4]–[7]. An ideal self-
healing network reacts to existing network pathologies but also
proactively discovers and mitigates network conditions that are
likely to result in future degraded QoE. To do so, the network
needs to utilize a mix of network-level measurements, such as
packet loss, and application-level measurements, such as the
packet arrival rate to a video application or the frame rate of
a videoconference call.

In previous work [8]–[10], we demonstrate that application-
layer measurements such as received packets, bandwidth, and

frame rate, can discern the user-perceived quality of a video
stream with a high degree of accuracy in short time scales
with small amounts of data, making the idea of real-time
video QoE prediction with minimal user intervention feasible.
We leverage this work to develop a measurement framework
and set of tools (Section II) that will collect and analyze,
using statistical and data mining techniques similar to those
used in our previous work, both application-level and network-
level data to assess the current state or “health” of the home
network. In addition, the framework will apply a set of
heuristics to determine the best course of action to take when
presented with a set of network conditions. We describe several
of these scenarios in Section III. We conclude by discussing
some challenges in the design of such a framework (Section
IV).

II. SYSTEM ARCHITECTURE

Figure 1 illustrates the proposed framework. The framework
is partially decentralized, with some functionality on the
devices and others on the router or gateway of the home
network.

Fig. 1. The proposed self-healing home network framework.

1) On the gateway: The gateway entities control and man-
age the operation of the entire system.

Health monitor: The health monitor coordinates the activ-
ities of the network monitor and agent monitor. It receives
and processes updates from the network monitor and the
agent monitor, and uses these to calculate the current state, or
“health” of the home network. It directs the network monitor
and agent monitor to modify their monitoring activity based
on the current state, including modifying the frequency of
measurements and the quantities to measure.

Network monitor: The network monitor takes periodic
measurements of the network state, using ping and other
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widely available tools. It supplements the application mea-
surements collected by the agents to form a complete picture
of home network health. It updates the health monitor with the
current network state, typically a summary report of current
conditions including packet loss, host responsiveness, and
current bandwidth usage.

Agent monitor: The agent monitor coordinates the mea-
surement activity of the application agents. It communicates
with the agents currently running on each device, and directs
the agents to increase or decrease monitoring activity, depend-
ing on the current state of the network. The agent monitor
also processes the incoming agent measurements, using data
mining and/or statistical techniques to discover trends in the
data.

2) On the devices: The devices in the home network
host monitoring agents to determine the current quality of
experience, as seen by the end user through the eyes of the
applications the end user is actively using. These agents will
collect QoE measurements in a similar manner to the video
measurement tools we have designed and deployed previously,
by hooking into the applications themselves. The agents detect
which applications are running and have the user’s focus, and
start or wake the appropriate application hooks to collect data
from these applications. They modify their sampling rates, the
state data collected, etc., based on information sent back from
the agent monitor.

III. SCENARIOS

Status quo The network monitor periodically polls the
network to determine network state. The agent monitor polls
the set of known devices to determine which devices are
on and what applications they are running, analyzing data
from the application agents. The health monitor uses this and
network state data to derive a health score for the network as
a whole and for particular applications and devices. Assuming
these scores are acceptable, the system remains dormant until
the next measurement period. Measurements over time reveal
typical network conditions and QoE for this network.

Bandwidth hog? A common use case in the literature is
allocating bandwidth to applications and devices within the
home network [11]. Application agents measure the bandwidth
used by active applications. Using application bandwidth
usage and current network capacity information, the health
monitor applies strategies to allocate bandwidth according to
preset heuristics (for instance, streaming video gets a higher
proportion unless there’s a Skype call in the home office).

Sudden outage A router on the path to a game server goes
down while a user is playing an online game. The network
monitor detects higher delays and increasing packet losses,
and collects targeted measurements to verify that the fault lies
outside the home network. The health monitor identifies other
potential game servers and automatically switches the user to
another server before game QoE degrades. As a last resort, the
health monitor sends a message to the gamer’s device advising
the user to manually try another server or to resume gameplay
later.

IV. CHALLENGES

Timing During normal operations, measurements can be in-
frequent, but not so infrequent as to miss potential pathologies.
The frequency of measurements must also not overwhelm the
network as conditions degrade.

Data freshness The system refers to historical data to
predict the likely QoE level from a given set of network condi-
tions. How much should the system favor recent measurements
over past measurements, and how long should past data be
archived?

Privacy Sharing data with outsiders, such as the home’s
ISP, can mitigate problems within the home network, but this
data exposes sensitive information (devices on the network,
web sites visited, applications in use, etc). One solution is to
distill the set of current home network conditions into one of
a number of predefined scenarios to capture the essence of
network state without revealing sensitive information.

Third-party cooperation Besides the privacy issues out-
lined above, ISPs are concerned with liability from not ful-
filling service contracts with end users, as well as protecting
trade secrets. Agreements as part of the service contract can
be brokered between the ISP and home user to address some
of these issues.
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