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Abstract—Wireless sensor technologies can provide the lever-
age needed to enhance patient-caregivers collaboration through
ubiquitous access and direct communication, which promotes
smart and scalable vital sign monitoring of the chronically
ill and elderly people live an independent life. However, the
design and operation of BASNs are challenging, because of
the limited power and small form factor of biomedical sensors.
In this paper, an adaptive compression technique that aims at
achieving low-complexity energy-efficient compression subject to
time delay and distortion constraints is proposed. In particular,
we analyze the processing energy consumption, then an energy
consumption optimization model with constraints of distortion
and time delay is proposed. Using this model, the Personal Data
Aggregator (PDA) dynamically chooses the optimal compression
parameters according to real-time measurements of the packet
delivery ratio (PDR) or individual users. To evaluate and verify
our optimization model, we develop an experimental testbed,
where the EEG data is sent to the PDA that compresses the
gathered data and forwards it to the server which decompresses
and reconstructs the original signal. Experimental testbed and
simulation results show that our adaptive compression technique
can offer significant savings in the delivery time with low
complexity and without affecting application accuracies.

Index Terms—Wireless healthcare applications, EEG signals,
Cross-layer design, Convex optimization.

I. INTRODUCTION

Recent advances in signal processing and low-power wire-
less communications have stimulated great interest in the
development of wireless technology in biomedical applica-
tions, including wireless body area sensor networks (BASNs).
BASNs boost the opportunity for remote monitoring of per-
sonal health. Remote diagnosis provides healthcare services
for people residing in remote areas and people with chronic
diseases, hence it can increase early detection of emergency
conditions [1]. However, BASN has its peculiar design and
operational challenges, particularly focusing on energy and de-
lay optimization. Delay constraint and energy consumption of
sensor nodes are fundamental design parameter for BASN. In
this paper, we consider a wireless BASN consists of small and
low-power sensors (e.g. electroencephalogram (EEG) sensors),
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and a resource-rich Personal Data Aggregation (PDA) device
(such as a smartphone). These sensor nodes periodically send
sensed information to a healthcare provider through the PDA.

Many approaches have been devised to address delay and
energy minimization problems in BASN. However, most of
these works have focused on energy efficient MAC protocols,
by avoiding idle listening and collision [2], or by presenting
latency-energy optimization [3][4]. For example, the authors
in [3] presented a traffic-aware dynamic MAC (TAD-MAC)
protocol. This protocol optimizes the energy consumption
by reducing idle listening and unnecessary wake-up beacon
transmission. In this context, every node adapts its wake-up
interval dynamically according to the amount of traffic. The
authors in [5] discussed the problem of minimizing time av-
erage energy consumption using transmission scheduling with
a worst-case delay requirement. In this approach, the authors
utilized both sleeping mode and opportunistic transmission for
increasing energy efficiency. Furthermore, enhancing access
protocol to minimize message delivering latency has been
addressed in [6], and duty cycling/sleep scheduling schemes
have been studied in [7]. To the best of our knowledge,
most of the presented work that study the BASNs do not
take both the encoding and transmission energy consumption
into consideration [8]. Furthermore, the cross-layer design
for energy minimization that addresses the time-frequency
allocation under delay and distortion constraints, has not been
studied before.

In this paper, we propose an adaptive compression frame-
work that dynamically optimizes and adapts the encoder’s pa-
rameters, according to real-time packet delivery ratios (PDRs),
to achieve low-complexity energy-efficient compression, with
constraints on end-to-end delay, Bit error rate (BER) and
source coding distortion. First, we analysis encoder’s parame-
ters and processing energy consumption, then an optimization
model that aims at minimizing the processing energy con-
sumption, under an end-to-end delay deadline constraint, and
a maximum allowable signal distortion constraint, is proposed.
Then, we mathematically convert this model into a problem
of geometric programming (GP) [9] and then solve it by cvx
[10] to obtain the optimal solution. In addition to that, we
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developed a testbed to realize the proposed framework. This
real-time implementation illustrates that the adaptive com-
pression at the network level offers significant savings in the
delivery time without affecting the application’s classification
accuracies and with minimum complexity.

The rest of the paper is organized as follows. Section
II introduces the network model and the analyze of energy
consumption and delay time calculations. Section III presents
the optimization problem formulation. Section IV introduces
the implementation of the proposed real-time system. Section
V presents the simulation environment and results. Finally,
Section VI concludes the paper.

II. NETWORK MODEL AND PROBLEM FORMULATION

A. Network Model

In this paper, a wireless BASN, as shown in Figure 1 is con-
sidered. In this model, the Personal/Patient Data Aggregator
(PDA) gathers the data from N sensor nodes pre-attached to
it, and forwards the aggregate traffic to a central server. There
is no possibility of collision within the network, as each sensor
node has its own time and frequency slots.

Fig. 1. System Model.

The proposed framework utilizes the encoding model of
EEG signals. However, without loss of generality, the proposed
model can be extended to a range of vital signs which are
typically at a low data rate e.g., temperature, pressure or
heart-rate reading, or at higher data rate such as streaming
of ECG signals. The EEG signal is considered as the main
source of information to study human brain, which plays
an important role in diagnosis of brain disorders [11]. The
importance of EEG signal also appears in Brain Computer
Interface (BCI) applications [12]. The general structure of
the typical-used EEG encoder is illustrated in Figure 1. The
main modules considered are amplifier and sampling, Discrete
Wavelet Transform (DWT), quantization and encoding of the
quantized DWT coefficients [13]. Since the processing time
is tiny, we can ignore the processing time compared to the
transmission time. We focus on optimizing the performance
of transmission phase II. While the communication between
the PDA and the central server is performed through WiFi
following the IEEE 802.11 (WiFi) standard [14].

B. Encoder Energy Calculation

According to our work in [15], the encoding energy con-
sumption is evaluated as

Es = EDWT + EQ (1)

where EDWT is the energy consumed in DWT and EQ is the
quantization-encoding energy consumption. Using threshold-
based DWT, we can control in the number of output samples
generated from DWT and thus the compression ratio of the
DWT. The compression ratio is evaluated as CR = 1 − M

Ns
,

where M is the number of output samples generated af-
ter DWT and Ns is the length of the original signal. The
computational complexity that is defined as the number of
computations needed in the compression process, for Ns

dimensional EEG signal, is calculated as

CDWT = F ·Ns

l=L∑
l=0

1

2l
(2)

where L is the number of decomposition levels and F is
the wavelet filter length of the utilized wavelet family that
is obtained as F = 2κ, where κ is the wavelet family order.
Using this computational complexity, the energy consumed in
the DWT-based encoding can be evaluated as

EDWT = CDWT (F,Ns, L) · Ecomp (3)

where Ecomp is the energy consumed per computation. For the
sampling, quantization and encoding, the energy consumption
depends on the number of conversion steps (to convert the
input samples into bits), which in turn depends on the number
of input samples to the quantization and encoding modules.
Hence, the number of bits generated from sensor node i, after
DWT and quantization, is calculated as

lcomp = Ns · (1− CRi) · n = li (1− CRi) (4)

where n is the number of bits/sample. From [15], the encoding
energy consumption is evaluated as

Es = F ·Ns

(
l=L∑
l=0

1

2l

)
· Ecomp +Ns (1− CR) · ECS (5)

where ECS is the energy consumption at each conversion step
in sampling and quantization process.

C. Encoder Distortion Calculation

The encoding distortion is measured by the Percentage
Root-mean-square Difference (PRD) between the recovered
EEG data and the original one. Using our real-time imple-
mentation that will be discussed later, we got the following
relation between the encoding distortion and the compression
ratio, as shown in Figure 2. Using this relation and by
applying regression analysis, the encoding distortion Ds can
be approximated as

Ds = c1e
(1−CR) + c2 · (1− CR)

−c3 + c4 · F−c5 − c6 (6)



where the model parameters c1, c2, c3, c4, c5 and c6 are
estimated by the statistics of the typical EEG encoder used. A
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Fig. 2. The relation between the encoding distortion and the compression
ratio.

comparison between the encoding distortion of the real-time
implementation and the encoding distortion calculated using
regression analysis is presented in Figure 2.

D. Transmission Time Calculation

In this section, we will calculate the transmission time
needed for the PDA to send Np packets of compressed data to
the server using IEEE 802.11 (WiFi) standard [14]. In the cur-
rent Carrier Sense Multiple Access (CSMA) implementation
in WiFi devices for a packet transmission, the PDA should
first carrier senses the wireless channel; if the channel is idle,
it sends the packet directly; otherwise, it randomly selects a
waiting time period within [0, CW ] and senses the channel
again. Accordingly, the average back-off time for one packet
transmission can be approximated as

tcs = ×
CW

2
×min {(M − 1)/2, R} (7)

where CW = 640µs is the maximum time window size,
M −1 is the number of potential contenders sharing the same
bandwidth with the PDA, and R is the maximum number of
back-off retries [16]. After the sensing stage, the time for the
PDA to send a packet of data is calculated as

ttr =
Sh + Sd

θ
(8)

where Sh and Sd are the sizes of header and payload of
the WiFi packet, and θ is the maximum throughput of WiFi
network [16]. Furthermore, we use pr to specify the packet
delivery ratios (PDR) of the data transmission from the PDA
to the server, hence the expected number of transmissions
for one successful packet delivery is 1/pr. Accordingly, the
expected time needed for a successful delivery of one packet
from the PDA to the server is (tcs + ttr) 1/pr. Accordingly,
the transmission time needed for the PDA to send Np packets

of compressed data to the server is evaluated as

Td =

i=Np∑
i=1

tcs(i) + ttr(i)

pr(i)
(9)

where
Np =

li (1− CRi)

Sd
(10)

is the number of data packets to be transmitted by the PDA
after compression.

III. ENERGY CONSUMPTION OPTIMIZATION

The objective of our optimization problem is to minimize
the energy consumed by the PDA to compress and transfer
its data to the server side under given delay and distortion
constraints.

The proposed optimization problem can be formulated as
a Energy-Delay-Distortion optimization problem, where the
design objective is to minimize the processing energy under a
delay deadline constraint and the maximum signal distortion at
the receiver is below a certain distortion threshold. Therefore,
the problem can be written as

min
CRi,Fi

(Es)

such that
Td ≤ τm

Ds(i) ≤ Dth(i)

Fi ≤ Fmax, 0 ≤ CRi ≤ 1, ∀i ∈ N.

(11)

This optimization problem is a function of the compression
ratio CRi, wavelet filter length Fi, data length li, application
layer distortion threshold Dth and maximum delay deadline
τm. In our model, we aim to find the optimal encoder’s
parameters that decrease the complexity of the compression
process and minimize the processing energy consumption.
These parameters will change dynamically according to the
channel state to satisfy delay and distortion constraints. Con-
sequently, the unknowns in this optimization problem are the
compression ratios CRi and wavelet filter lengths Fi.

By checking the operations that preserve convexity [9],
this initial form of the optimization problem is not convex.
Therefore, we opt to manipulating the original optimization
problem to convert it into a convex Geometric Program as
follows. First, let 1− CR = CR.

Then, define ĈRi = log(CRi) and F̂i = log(Fi). After
that, substitute in (5) and (6). The function log(

∑
i δie

ai·yi)
is convex if δi > 0, yi ∈ R [9]. Composition with an affine
mapping preserves convexity. Using this approach, we will
have

Es = eF̂i ·Ns

(
l=L∑
l=0

1

2l

)
· Ecomp +Nse

ĈRi · ECS . (12)

Accordingly, the function Es is convex in CRi and Fi.
The variables of this optimization problem will be ĈRi, F̂i,

for i ∈ {1, · · · , N}. The number of variables grows as 2N
and the number of constraints grows as 4N . There are efficient
interior-point methods to solve such problems [9].



IV. REAL-TIME IMPLEMENTATION

A. Implementation Framework
In this section, we propose the development and verification

of a real-life application scenario to demonstrate the benefits
of using our adaptive compression technique. Figure 3 presents
the overall framework used. In this framework, the EEG data
is collected from a patient using EEG Headset, then it is sent
to a PDA (which will be a Smart Phone) that compresses the
gathered data and forwards it to the server. At the server side,
the reconstruction and distortion evaluation are performed to
estimate the reconstruction accuracy. Furthermore, the EEG
feature extraction, selection and classification are performed
to detect the status of the patient.

Health monitoring 
server

Signal processing 

and communication
EEG headset

Seizure Data 
Emulator

Reconstruction 

Seizure Detection 

Classifier

Seizure Feature 

Extraction

Compressed 

Data

CR, FL

EEG Data

Fig. 3. Real-time Implementation Framework.

The main components of the proposed framework are:
• EEG Headset: Emotiv device is used as the EEG headset

to collect data from the patient and send it to the PDA
[17]. As it is difficult to find a patient with a seizure,
we replaced the headset with a data emulator (which
we named the client) to generate three classes: Healthy
subject, subject with seizure but not active, and subject
with active seizure.

• PDA (i.e. Smart Phone): We use the PDA as a processing
unit to perform an adaptive compression on the received
data from the data emulator.

• Health monitoring server: A server application is running
to perform a real-time EEG classification on the received
data from the PDA.

In this implementation framework, we extend our previous
work in [18]. However, the main contributions of this work
are:

• The data emulator is extended to support the communi-
cation with multiple PDAs.

• The PDA support the communication with the server
through two TCP/IP sockets, one to send the data to
the server, and the other one to receive a feedback from
the server with the updated compression parameters (i.e.
Compression Ratio and Filter Length).

• Updating the server side application to support the
communication with multiple PDAs, which provides the

flexibility of testing different scenarios for network users.

Figure 4 shows the android program used at the PDA. This
program has three main functionalities: communicate with the
data emulator, apply the adaptive compression technique on
the received data, and forward the compressed data to the
server. In this framework, we have the capability to operate
different PDAs with different configurations at the same time,
which enabled us to test different scenarios at the same time.

Fig. 4. Wavelet Android Application.

The compression process on the PDA is performed using
DWT, where the compression ratio and filter length are up-
dated using the feedback from the server side. In our setup,
we are more concerned with the communication between the
PDAs and the server. We used MATLAB software in both
client and server sides. While the Java language is used in
communication and compression processes on the Android
platform (i.e. PDA). The communication between client, server
and PDAs is performed through WiFi following the IEEE
802.11 (WiFi) standard [14].

B. Implementation of Enenrgy-aware Compression Algorithms

An Energy-aware adaptive compression algorithms are
performed on the server side using optimization algorithms to
update the encoder’s parameters (CRi and Fi), for each PDA,
subject to delay and distortion constraints. Three compression
algorithms are considered in our implementation framework:
Optimized Adaptive Compression (OAC), Iterative Adaptive
Compression (IAC), and Maximum Compression (MC).

1) Optimized Adaptive Compression Algorithm (OAC):
OAC algorithms uses the optimization problem described

in (11) to get the optimal encoder’s parameters. Algorithm
(1) describes the main steps of the OAC algorithm. First,
the estimated delay time from the PDA to the server Td
is calculated by calculating the difference between the
new data received from the PDA and the old one. In
our implementation, we assumed that the data emulator
continuously send the gathered data to the PDA. Using Td,
the value of pr can be calculated using (9). After that, the



optimization problem (11) is solved to get the optimal CRi’s
and Fi’s. Finally, the feedback is sent to the PDA with the
calculated CRi and Fi. We should take into consideration
that, due to practical constraints, the wavelet filter length must
be an even number (e.g. 2, 4, 6 ... Fmax) [19]. Therefore, we
will round the calculated value of wavelet filter length to the
nearest-higher value.

Algorithm 1 Optimized Adaptive Compression Algorithm
(OAC)

1: Calculate Td.
2: Find pr using (9).
3: Solve the optimization problem in (11).
4: Calculate the optimal CRi’s and Fi’s.
5: Send the new CRi’s and Fi’s to the PDA.
6: End

2) Maximum Compression Algorithm(MC):
This algorithm does not perform any optimization process,

it always sends the maximum allowable CRi’s and Fi’s to
the PDA, where the maximum value of Fi is Fmax and the
maximum CRi is calculated using (6). This value of CRi

should satisfy the distortion constraint.
3) Iterative Adaptive Compression Algorithm (IAC):
In this algorithm, instead of solving the optimization

problem in (11), we will use the iterative solution shown in
Figure 5. The algorithm starts by setting the filter length to
2, which is the minimum value of Fi. Then, it calculates
CRi using (6) such that the distortion constraint should be
satisfied. After that, it checks the delay constraint. If the
condition is not satisfied, it will increment the value of
Fi and estimate again the corresponding CRi. This loop
will continue till it gets the values of CRi and Fi that
satisfy the delay and distortion constraints. In case of these
two constraints cannot be satisfied together, due to bad
channel conditions, the algorithm will set the values of CRi’s
and Fi to the maximum allowable values, as in MC algorithm.

V. PERFORMANCE EVALUATION

A. Evaluation Setup

The simulation results were generated using the environ-
ment setup shown in Figure 6 and the technical requirements
of selected BAN application [20]. Data acquisition is per-
formed through a MATLAB code designed to communicate
with an Emotive device [17] through the Bluetooth connection
of the device. The MATLAB code can be defined to capture
data for a certain amount of time from the user. The amount
of data to be captured depends on the required features for
correct classification process. It is assumed that there are
three PDAs, each one communicates with the data emulator
to collect the data. The data emulator collects a batch of
data that corresponds to 25 channels (sensors), where each
channel can capture 128 sample per second. We collect 32
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Td > τm
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solution
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Fig. 5. IAC algorithm flowchart.

seconds that corresponds to 4096 samples of epileptic EEG
data [21]. This data (i.e. 25 x 4096 samples) is sent to each
PDA to perform DWT compression. Then, the PDA sends
the compressed data to the server, where the server performs
optimization process according to the compression algorithms
discussed in section IV-B to update compression parameters
(i.e. Compression Ratio and Filter Length) according to the
channel variations for each PDA. Then, the new compression
parameters are sent to each PDA. Furthermore, at server
side, the EEG feature extraction, classification and distortion
evaluation are performed to detect the status of the patients.
The support vector machine (SVM) classifier is used for the
purpose of feature-based classification [22]. The simulation
parameters used are given in Table I.

 Data Emulator  Health monitoring 

server

PDA 1

PDA 2

PDA 3

Fig. 6. Implementation environment setup.

B. Implementation Results

In this section, results from our real-time framework are
presented. A comparison between the aforementioned com-
pression algorithms is demonstrated through our real-time



TABLE I
IMPLEMENTATION PARAMETERS

Parameter Value Parameter Value
Ecomp 8 nJ ECS 21 nJ/step
Fmax 20 BER 10−4

L 2 Ns 4096 sample
Dth 10 % n 12 bps
c1 1.48 c2 4.35

c3 1.46 c4 2.4

c5 0.18 c6 9.5

sd 140 bytes sh 46 bytes
τm 1 sec θ 54 Mbps

CW 640 µs R 5

implementation to demonstrate the advantages of using the
proposed adaptive compression algorithm. In Figure 7, a
comparison between the implemented compression algorithms
is demonstrated based on the saving time (δ) in the end-to-
end delay that is defined as δ = TNocomp

t − T comp
t , where

TNocomp
t is the total end-to-end delay in the system without

applying any compression algorithm at the PDAs and T comp
t

is the total end-to-end delay in the system with compression.
The time index is the number of received data batches with
the time.

It can be shown that, MC algorithm defines the upper limit
of (δ), as it uses the maximum compression’s parameters.
On the contrary, it works with maximum complexity and
maximum energy consumption, as in Figure 8. Moreover,
this algorithm always uses fixed compression’s parameters
whatever the channel state was. On the other hand, IAC and
OAC algorithms are competing in their performance, where
compression’s parameters are adaptively changed according
to the channel state at each PDA. These algorithms satisfy the
delay and distortion constraints and achieve better performance
than the no compression case. Furthermore, they minimize the
complexity and energy consumption, as shown in Figure 8.

Figure 7 also illustrate that the performance of the IAC and
OAC algorithms is almost the same. The reason of that is the
filter length approximation, because the wavelet filter length
must be an even number (e.g. 2, 4, 6 ... Fmax) [19]. Therefore,
in the OAC algorithm, we round the optimal-calculated value
of the wavelet filter length to the nearest-higher value. This
leads to decreasing the performance deviation between IAC
and OAC algorithms. The only change in the saving time
(δ) comes from the different channel conditions at each PDA,
which leads to different number of retransmissions.

Figures 9 and 10 present the adaptive change of the CRi and
Fi with channel conditions for the implemented compression
algorithms using real-time transmission from three PDA. As
shown in the figures, the MC algorithm always uses the
maximum allowable CRi’s and Fi’s. While both IAC and OAC
algorithms find the best CRi’s and Fi that minimize encoder’s
complexity and energy consumption, and adaptively change
them according to channel variations.
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VI. CONCLUSION

In this paper, an Energy-aware adaptive compression tech-
nique that aims at achieving low-complexity and energy-
efficient compression is proposed. In designing this compres-
sion technique, we take into consider the time delay and
distortion constraints of the considered application. In this
context, we analyze the processing energy consumption, then
an energy consumption optimization model with constraints
of distortion and delay is proposed. Using this model, at the
server side, we dynamically chooses the optimal compression
parameters according to real-time measurements of the packet
delivery ratio (PDR) or individual users that is highly depends
on the channel state. Then, the server send the new com-
pression parameters to the PDA to update its encoder before
the next transmission. To evaluate and verify our compression
technique, we develop an experimental testbed, where the EEG
data is sent to the PDA that compresses the gathered data and
forwards it to the server which decompresses and reconstructs
the original signal and send feedback with the new encoder’s
parameters to the PDA. Experimental testbed and simulation
results show that our adaptive compression technique can
offer about 20% savings in the End-to-End delay with low
complexity and without affecting application accuracies.
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