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Abstract—IEEE 802.11 infrastructure wireless local area network 

(WLAN) is increasingly popular, in which access points (APs) are 

applied. In a WLAN with an AP connected to the Internet, the 

communication between any two nodes is relayed by the AP, i.e., 

the AP serves all the nodes in the WLAN, which degrades 

throughput. In this paper, we propose a novel network coding 

scheme called MPOF that is able to encode multiple packets from 

different data flows and take data rates of links into account so 

that throughput is improved.  
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I. INTRODUCTION

IEEE 802.11 based wireless local area networks (WLANs) 
have been widely used with the popularity of portable 
computing devices such as laptop, smart phone, etc. since their 
network interfaces use the license-free industrial, scientific, and 
medical (ISM) radio bands. There are two types of WLANs: 
infrastructure WLAN and ad hoc WLAN.  The main difference 
between them is in that the former uses access point (AP) 
whereas the latter does not. Most Wi-Fi hotspots adopt 
infrastructure WLANs.   

In an infrastructure WLAN, AP takes part in all 
communications among nodes, i.e., the communication 
between any pair of nodes is relayed by the AP. In other words, 
the communication involves two hops, which degrades 
throughput. For example, in the case that a pair of nodes 
exchanges two data files, the files have to go through the AP 
one after another. That is, the files cannot be transmitted 
simultaneously.   

To improve throughput of the infrastructure WLAN, we 
apply network coding, which was proposed by Ahlswede et al. 
[1] in 2000 and has been proved beneficial in enhancing 
throughput in the fields of communications and computer 
network. With network coding, a node in the WLAN can 
encode multiple received packets to form a single encoded 
packet and then the generated packet is broadcast to the next-
hop nodes, which reduces the number of transmissions so that 
throughput is improved. It is shown that network throughput is 
greatly improved by network coding [2][3][4][5]. 

In [4], Katti et al. proposed the COPE protocol, which is the 
first practical network coding system whose performance was 
evaluated in a real wireless test-bed. The main idea of the 

COPE is illustrated in Fig.1, in which the communication 
between the nodes A and B needs the relay of node R. Clearly, 
in the case when nodes A and B exchange packets P1 and P2,
totally 4 transmissions (i.e., packet P1 is transmitted to R and 
then to B, which causes 2 transmission, and packet P2 goes in 
the opposite direction and also causes 2 transmissions) are 
needed when the traditional store-and-forward scheme is 
applied (see Fig. 1(a)). However, the total number of 
transmissions can be reduced to 3 when using network coding 
as shown in Fig.1(b), where the relay node R generates the 

encoded packet P1 P2 after the two packets P1 and P2 are 

received and then broadcast the encoded packet to both nodes 

A and B. Here, the notation  stands for the network coding 

operation (e.g., the XOR operation). Upon receiving the 
encoded packet, node A can recover packet P2 via the decoding 

that performs P1 (P1 P2), while B can decode P1 by 

performing P2 (P1 P2). In a word, compared to the 

traditional scheme, the network coding scheme saves 1 
transmission, thus improving throughput. In fact, the 
throughput can be further improved when R encodes more 
packets.

(a) Store-and-forward scheme 

(b) Network coding scheme 

Fig.1. Nodes A and B exchange packets P1 and P2

Hitherto, a lot of research on wireless network coding has 
been conducted to design more efficient coding schemes in 
order to improve the throughput. Zhao et al. [6] found that the 
key to COPE’s high performance lies in the interaction 
between COPE and the MAC protocol after analyzing the 
performance of COPE, and they proposed a round-robin 
scheduling scheme, which leads to significant gain in 
throughput. Fang et al. [7] compared the analytical and 
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experimental performance of COPE-style network coding in 
IEEE 802.11 ad-hoc networks and showed that the gap 
between the theoretical and practical gains is due to the 
different channel qualities of sending nodes. Dong et al. [8] 
proposed a loop coding scheme to efficiently reduce packet 
loss rate so as to improve TCP throughput. In order to achieve 
a fine tradeoff between throughput and overhead, Nage et al. [9] 
designed a scheme to adaptively control the waiting time of 
packet pool in different network traffic conditions. Kim et al. 
[10] considered the interplay between rate adaptation and 
network coding, and then jointly designed the rate adaptation 
and network coding policy to improve the throughput of 
wireless network. Additionally, they proposed a coding scheme 
able to determine which decoding receiver acknowledges the 
reception of an encoded packet. Kim et al. [11] designed a 
distributed framework that facilitates the choice of the best rate 
on each link while using network coding. Zhang et al. [12] 
investigated the benefits of applying a form of network coding 
to unicast applications in disruption-tolerant networks. Jones et 
al. [13] considered the joint design of optimal routing, 
scheduling, and network coding strategies to maximize 
throughput in wireless networks. 

The above surveyed studies related to network coding have 
the feature that an intermediate node, i.e., a coding node, picks 
at most one packet from one flow to form the encoded packet, 
which is referred to as one-packet-one-flow (OPOF) scheme 
below. In fact, the OPOF scheme fails in making full advantage 
of network coding that some packets can be piggybacked 
without consuming extra capacity of wireless channel because 
all the shorter packets are padded with zeroes to make their 
lengths identical in the case when the lengths of the packets 
being coded differ. As an example, consider the coding case 
shown in Fig. 2(a), where two flows have coding chance and 
the sizes of data packets P1 and P2 from them are 1200 B and 
400 B, respectively. As a result, the size of the encoded packet 

P1 P2 is 1200 B, where only 400 B in packet P2 is 

piggybacked on P1. In fact, up to 800 B more data can be also 
piggybacked on P1 if P2 has a larger size. 

(a) COPE 

(b) Improved coding scheme 

Fig.2.  MPOF scheme 

The above shortcoming can be overcome by letting more 
packets from each flow participate in network coding. For 
example, as shown in Fig. 2(b), three packets in the lower flow, 

say P2,1, P2,2, and P2,3, can be picked and combined into one 
packet as P2, which is then encoded with P1. Thus, four packets 
P2,1, P2,2, and P2,3, and P1 are transmitted in one transmission 
without expending extra capacity of the channel, thus 
improving the throughput. Motivated by this, we propose a 
novel network coding scheme. The main contribution of the 
paper is as follows: 

1)  The network coding scheme aiming at encoding packets 
with each consisting of one or more packets from a flow is 
presented to improve throughput, which has the feature that 
Multiple Packets in One Flow (MPOF) may be combined to 
form a packet with larger size to be encoded. Accordingly, we 
refer to the proposed network coding scheme as MPOF 
network coding scheme below.  

2) The MPOF takes data rates of the links connecting the 
receivers into account so that links with lower data rates are not 
included to avoid the encoded packets can only be transmitted 
in a too low data rate. 

3) The numeric experiments show the throughput under 
MPOF scheme can be improved as high as 20% compared with 
the existing OPOF policy. 

The rest of this paper is organized as follows. The MPOF 
network coding scheme is presented in Section II. Simulation 
results and performance analysis are presented in Section III. 
Section IV concludes the paper. 

II. MPOF NETWORK CODING SCHEME

In this section, we propose the MPOF scheme for IEEE 
802.11 infrastructure WLANs. As in [4] and [14], we assume 
that the coding node maintains a dedicated queue able to hold 
M packets for each flow passing through the node and the 
buffered packets can be encoded together. For a given flow Fi,
we use Li, Ri, and Ni to denote the size of the packet from the 
flow, the data rate of the link from the coding node to the 
receiver in the flow, and the number of the flow’s packets 
buffered in the coding node. 

We observe that the time consumed to transmit a single 
encoded packet may be larger than the total time for 
transmitting all the packets taking part in the encoded packet, 
especially when there exists a flow with a much lower 
transmission rate and a smaller packet size than the other flows. 
For example, suppose that there are two flows, where flow F1

is with L1 = 1000 B and R1 = 10 Mbps, which takes 

1000 8/(10 106) = 0.0008 s to transmit one packet, and flow 

F2 is with L2 = 600 B and R2 = 1 Mbps, which takes 600 8/106

= 0.0048 s for transmitting one packet. Thus, the total time 
consumed in transmitting one packet from each flow without 
network coding is 0.0056 s. but the time consumed by 

transmitting an encoded packet is 1000 8/106 = 0.008 s since 
the encoded packet must satisfy the property that its size is 
equal to that of the largest packet, i.e., 1000 B, and its 
transmission rate is the lowest one, i.e., 1 Mbps so that any 
receiver is able to receive the encoded packet successfully.  

To avoid the above observed problem, the proposed MPOF 
scheme encodes packets selected from several suitable flows 
even when much more flows can be encoded together. We use 



transmission time (TT) to measure the influence of 
transmission rate on throughout. That is, in the MPOF scheme, 
once the coding node obtains the transmission chance, it selects 
some non-empty flows to encode according to the principle that 
a new flow is chosen only when the TT of the newly encoded 
packet generated after the new flow joins is less than the sum 
of the TT of the original encoded packet without the new flow 
and the total TTs of the packets being coded in the new flow. 
The algorithm underlies the proposed MPOF scheme is 
described as the following, in which L* and R* stand for the 
size of the current encoded packet and the transmission rate of 
the encoded packet, respectively, and Sf and Sp are the set of the 
selected flows and the set of the packets to be encoded together, 
respectively.

Step 1. Find out all the non-empty coding flows with each 
corresponding to a non-empty queue and list them as F1, F2 ,…, 
FK, where K is the number of the non-empty flows. Choose the 

flow with the maximum packet size, say Fx (x {1, 2, …, K}),
and initialize L* = Lx, R*= Rx, Sf = {Fx } (i.e., the flow with the 
maximum packet size is definitely to be encoded). Moreover, 
put the first packet in the queue of Fx into Sp.

Step 2. Set k = 1.  

Step 3. If k = x, go to Step 6. 

Step 4. Let 
*min / ,k k kn L L N , which is the 

number of flow Fk’s packets being combined to form one 

packet participating in encoding, where is the floor 

function. Additionally, check whether the following condition 
holds: 

* *

* *min{ , }

k k

k k

n LL L

R R R R
    (1) 

where the item on the left side represents the TT of the encoded 
packet after the packets from flow Fk joins, and the first and 
second items on the right side represent the TT of the original 
encoded packet exclusive of flow Fk and the TT for the packets 
in the flow Fk to be combined into one packet so as to take part 
in the network coding.  

If Eq.(1) holds, which means the TT is reduced when the 
flow Fk participates in the encoding, then set R*= min{Rk, R*} 

and Sf = Sf {Fk} (i.e., flow Fk is chosen to be encoded with 
the existing flows in Sf). Moreover, combine the first nk packets 
in the queue of flow Fk to form a new packet, which is added 
into Sp. Go to Step 6. 

Step 5. Check if the number of the buffered packets for the 
flow Fk is greater than or equal to M/3. If so, choose the flow 

Fk for coding, i.e., let R* = min{Rk, R*} and Sf = Sf {Fk}.
Moreover, combine the first nk packets in the queue of flow Fk

to form a new packet, which is added into Sp. (This step is used 
to prevent the queue of flow Fk from overflow resulting from 
long time of no packet being chosen for encoding.) 

Step 6. Let k = k +1. If k =K+1, then go to Step 7, otherwise 
go to Step 3. 

Step 7. Encode together all the packets in Sp to generate an 
encoded packet, which is then transmitted with the rate of R*.

Step 8. End. 

Now let us briefly analyze the computational complexity of 
the MPOF scheme. In Step 1, finding the queue with the largest 
packet size takes time O(K) and setting the values of 
parameters takes constant time. The iterations of Steps 3, 4, 5 
and 6 are conducted at most K times. In each iteration of Steps 
3, 4, 5 and 6, updating the parameters and checking Eq. (1) take 
constant time and combining nk packets of flow Fk at most 

takes time O(M) as nk M. Thus, the iterations of Steps 3, 4, 5 
and 6 totally takes time O(KM). Finally, in Step 7, the coding 
operation takes time O(K) as at most K packets are encoded 
together. Therefore, the overall complexity of the MPOF 
scheme is O(KM), which is linear to the number of coding 
flows K and the queue size M.

III. SIMULATION AND PERFORMANCE ANALYSIS

We use Matlab to simulate an IEEE 802.11 infrastructure 
WLAN with an AP, in which a pair of nodes performs 
communication in two hops, and compare the network 
throughput of the proposed MPOF scheme with that of the 
traditional network coding (TNC) scheme [4], i.e., the OPOF 
scheme.  

In our simulation settings, there are N pairs of source 
transmitters and receivers, which are distributed around the AP, 
i.e., the coding node. We assume each source node has 
saturated traffic, i.e., it always has buffered packets to transmit, 
but the AP does not generate its own packets. As in IEEE 
802.11a standard, each node can support 8 different 

transmission rates in the set  ={6, 9, 12, 18, 24, 36, 48, 54} 
(Mbps). Additionally, all the link rates are randomly chosen 

from . As in [15], the packet size of each flow is chosen from 
[40, 1500] B. The probabilities of the packet size being 40 B 
and 1500 B are 0.4 and 0.2, respectively, and the packet size 
randomly and uniformly distributes in [41, 1499] B with the 
total probability of 0.4. We adopt IEEE 802.11 MAC protocol 
and set the total simulation time to 2 seconds. The other 
parameters relative to MAC layer are set as follows. SlotTime 
= 20 s, DIFS = 50 s, CWMin = 31, and CWMax = 1023. Here, 
SlotTime, DIFS, CWMin, and CWMax stand for a time slot in 
MAC layer, distributed inter-frame space, minimum contention 
window, and maximum contention window, respectively. 
Finally, set M =20. All the results shown in the following 
figures are the average of 1000 simulation runs.  

The average throughputs under MPOF and TNC are shown 
in Fig. 3. From the figure, we observe that the proposed MPOF 
scheme outperforms TNC in throughput, which reflects the fact 
that throughput can be improved by MPOP in which the coding 
node is able to transmit more packets via one single 
transmission. However, it should be noted that either in MPOF 
or TNC, as N increases, throughput increases first and then 
decrease. The reason is explained as follows. When N is small, 
both the source node and the coding node are able to seize the 
channel quickly due to the contention for the channel between 
the source and coding node is negligible. In a word, competing 
for the channel does not bring much delay so that the 



throughput is increased when N grows, which enables data to 
be simultaneously delivered through multiple flows. However, 
when N grows continuously (e.g., N grows to 7 in Fig. 3), the 
channel contention becomes serious and the contention 
windows of the nodes are enlarged due to packet collisions, 
causing the nodes involved in packet collision to wait much 
time for obtaining the chance in each transmission, which 
decreases the throughput.
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Fig.3. Average throughput of MPOF SCHEME and TNC 

Fig.4 plots the cumulative distribution function of the 
throughput gain, which is defined as the ratio of throughputs of 
MPOF to TNC, for the case when N = 5. Obviously, we prefer 
the gain larger than 1, which indicates that MPOF has better 
throughput than TNC. From the figure, we observe that the 
accumulated probability of the gain being larger than 1.1 is 
around 0.72 since the accumulated probability of the gain less 
than 1.1 is around 0.28, which indicates that the gain is larger 
than 1.1 for most cases. Hence, MPOF considerably 
outperforms TNC in terms of throughput. 
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when N=5.

IV. CONCLUSION

In this paper, we propose a novel network coding scheme, 
i.e., the MPOF scheme, to improve throughput for IEEE 802.11 
infrastructure WLAN. The proposed scheme has the strengths 
that it takes data rates of links into account and is able to 
combine several packets form one flow to generate a larger 
packet so that more data can be piggybacked in an encoded 

packet, thus improving throughput considerably compared to 
TNC.
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