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ABSTRACT
A number of Future Internet testbeds are being deployed around the
world for research experimentation and development. SmartSan-
tander is an infrastructure of massive scale deployed inside a city
centre. We argue that utilising the concept of participatory sens-
ing can augment the functionality and potential use-cases of such
a system and be beneficiary in a number of scenarios. We discuss
the concept of extending SmartSantander with participatory sens-
ing through the use of volunteers’ smartphones. We report on our
design and implementation, which allows for developers to write
their code for Android devices and then deploy and execute on the
devices automatically through our system. We have tested our im-
plementation in a number of scenarios in two cities with the help
of volunteers with promising results; the data collected enhance
the ones by fixed infrastructure both quantitatively and qualitatively
across the cities, while also engaging citizens more directly.

1. INTRODUCTION
A large body of work is being dedicated to bridge the digital and
physical domain, through a combination of technological develop-
ments. More specifically, the integration of low-cost sensors in an
increasing number of application domains, along with the extraor-
dinary growth in the use of mobile devices and embedded systems,
has already led to the omnipresence of connected computing de-
vices of all kinds around us. In order to better understand the me-
chanics of the “Future Internet” and start implementing innovative
systems and applications, a number of experimentation “testbeds”
have surfaced around the world. Such testbeds are available, freely
or through some other cost model, to the research community and
companies in order for them to be able to deploy their applications
on real devices on a large scale, an option that would otherwise be
too expensive to deploy and maintain for each team individually.

20000 sensing points, offering a duality of operation modes; on
the one hand, they operate as part of the city’s monitoring system
for e.g., car parking slots, environmental parameters, traffic condi-
tions, etc., and on the other hand they are available to developers
for experimentation, i.e., executable code can be uploaded to them.
Projects like SmartSantander have already provided the commu-
nity with useful results and insights with respect to actual issues
and intricacies in implementing such systems in real-life settings.
However, there are limitations to the scale that can be achieved
when following such an approach, due to cost and maintenance
limitations, and also the type of applications that can be supported
through such infrastructures.

Moreover, we believe that innovation is no longer the result pro-
duced solely by single entrepreneurs or small groups; instead, col-
laborative efforts by researchers, companies, municipalities and end-
users are all equally important sources for social and technologi-
cal innovation. Therefore, all of these parties should get involved
in providing a meaningful setting to deploy and test Future Inter-
net systems, and also get sensible feedback from both citizens and
companies/organizations alike. We have recently seen related ap-
proaches become popular, such as social computing and participa-
tory sensing. Social computing involves the combination of social
networking and pervasive computing, proposing even the embodi-
ment of computation in human society. Participatory sensing takes
also the concept of crowdsourcing and adapts it to the context of
wireless sensor networking, harnessing the proliferation of ubiqui-
tous networking technologies such as smartphones.

Another important aspect that should be taken into account is the
omnipresence of smartphones and the possibilities they enable. Such
devices already encompass an impressive range of integrated sen-
sors: accelerometers, cameras, gyroscopes, microphones, thermis-
tors, proximity sensors, etc. Some of the recent high-end smart-
phones even feature dedicated ambient temperature sensors, or spe-
cialised software to infer context awareness. Apart from this, the
latest breed of smartphone operating system also offers enough
flexibility for adding external sensing units directly or communi-
cating wirelessly with them. Furthermore, with each iteration in the
evolution cycle of smartphone operating systems, additional func-
tionality is integrated, supported by more potent hardware.

Having the above in mind, in this work we discuss the design and
implementation of a participatory sensing component for Smart-
Santander, aiming to augment the functionality of the testbed with
new application use-cases and also provide a broader area cover- 

 
 

 
 

 

The SmartSantander project [23] has developed one of the largest
Future Internet infrastructures globally, located at the center of the
city of Santander in Spain, complemented with a set of smaller fed-
erated testbeds in other European cities. The testbed includes over



age compared to the one provided by the existing infrastructure.
The main concept is to have a number of volunteers install a smart-
phone application on their devices, which allows for automatic reg-
istration of the devices and their sensing capabilities in the Smart-
Santander system. The system uses a multi-layer architecture for:

• sending “experiments” in the form of executable code to the
volunteers’ smartphones, which utilize the integrated sen-
sors, computing and communication resources,

• producing data traces that are subsequently uploaded to the
SmartSantander data repository.

The smartphone software part is based on the Ambient Dynamix
framework [2], which eases the online distribution and update of
executable code in the form of plugins. Essentially, our implemen-
tation provides a means for developers to deploy their experimen-
tal applications to a large number of smartphone users in an al-
most transparent way, bypassing many hurdles and limitations usu-
ally associated with the deployment of experimental applications in
large scale, even more so in a research/academic context.

We have conducted experiments to evaluate our approach in the
context of a large-scale experimental Future Internet infrastructure,
such as SmartSantander. We targeted two indicative scenarios, that
showcase the complementarity of our system and the existing one.
Although the scenarios themselves have been implemented previ-
ously on smartphones, they targeted specific application domains,
and were not meant to serve as extensions to experimental infras-
tructures. They show that the extensions offer potential advantages
in terms of augmenting the capabilities of fixed sensors, without
sacrificing much in the way of development costs.

Regarding the structure of this work, in the following section we
discuss previous work and draw comparisons with our approach,
while we continue with a discussion on participatory sensing and
the related requirements. On Section 3, we discuss the architec-
ture of SmartSantander and our system, while also explaining the
Ambient Dynamix Framework design. We include some insights
to our implementation in Section 5, while Section 6 details our ex-
periments and respective results. We conclude in Section 7.

2. RELATED WORK
Participatory sensing utilising smartphones and other mobile de-
vices is being adopted fast by the research community. As men-
tioned, there is a multitude of approaches currently used, with some
systems on the one hand focusing on tackling very specific prob-
lems and application scenarios, and on the other hand systems try-
ing to offer a more generic framework in order for developers to
build their own systems upon. The former type of systems has
been up till now also the most popular one. Some of the first repre-
sentative participatory sensing systems focused on monitoring ur-
ban environmental conditions using vehicles and smartphones or
other mobile devices, mapping out potholes on the road surface
[9], or creating maps with the most efficient or healthy routes for
bicyclists [22]. Other systems focus on monitoring noise levels in
urban area, like Earphone [20], utilising the microphones of smart-
phones to obtain readings. Opensense [1] is a community sensing
platform comprising a set of various participatory sensing scenar-
ios, e.g., air pollution monitoring [13]. [7] is another example of
participatory sensing utilising vehicles to monitor air pollution lev-
els in urban areas. All of these examples have, to a certain extent,

provided evidence that mobile devices mounted on vehicles or car-
ried by volunteers can produce measurements that are not far off
from the ones produced by more sophisticated (and expensive) sys-
tems. [8] specifically addresses the issue of participatory sensing
data quality, based on a urban noise levels scenario.

AnonySense [5] discusses issues regarding privacy in collaborative
opportunistic sensing and presents an architecture for distributing
sensing tasks while ensuring the anonymity of participants. [16]
also discusses in detail anonymity for mobile sensor datasets and
indicates that there are real de-anonymization threats to users’ pri-
vacy and that the community should take them seriously in terms
of design and implementation of future systems. [4] discusses ex-
tensively the privacy concepts associated with mobile participatory
sensing applications, along with the respective threats to users’ pri-
vacy. It presents a multitude of systems addressing such issues.
Another detailed survey of algorithms, applications and systems
utilizing smartphones in a participatory sensing setting is provided
in [15]. [25] argues that scale is the key to the success of crowd-
sensing and provides a discussion on the related barriers. Overall,
there are many different approaches utilised in such systems.

[24] and [14] discuss participatory sensing applications for moni-
toring noise levels in urban areas and in-house air quality, respec-
tively, while also shedding light on the use of incentivisation as a
means of engagement for the participants of both studies. [21] is
another work focusing on the participants’ part in the study and its
effect on the design of participatory sensing systems. In this work
we did not focus on the use of incentive mechanisms, although we
plan to integrate such aspects in our future work.

Bubble-Sensing [17] was one of the first approaches for distribut-
ing sensing tasks among smartphones that opportunistically pass
through certain “bubble-sensing” locations. [19] also discusses
extensively the concept of utilising smartphones as data mules in
order to provide opportunistic networking in a variety of settings.
Closer to the work presented here is the PRISM system [6], aiming
to provide a generic framework for easily disseminating sensing
applications to potential volunteers’ smartphones to be executed.
PRISM presents certain similarities to our own work, e.g., sensing
tasks are relayed to end devices in binary form, akin to stand-alone
applications, running on top of a software framework and essen-
tially securely isolating such code from the rest of the phone appli-
cations. However, PRISM is closed-source, is not offered currently
publicly as a system, and has also been evaluated with a rather small
actual number of participants (although the authors conducted sim-
ulations with large numbers of users). We also interface to one
of the largest sensor testbeds currently available on a global scale.
[3] discusses a system based on smartphones for experimentation,
along with a set of use cases focused more on information retrieval
aspects. Although the authors are using similar technologies, they
target a different use-case domain, with smartphones essentially
operating in a more controlled environment, and not in the con-
text of a large-scale IoT smart city scenario. PhoneLab [18] is
another system aiming to utilise the potential of smartphones as
a testbed platform; it shares many goals with our system, though
it uses an implementation based on AOSP that limits its applica-
bility in a more generic, less-controlled, user setting. We also aim
towards integration within a large-scale FI testbed.

Regarding currently available Future Internet testbeds, [11] reports
on a number of architectures and implementations. Also, with re-
spect to the concepts discussed in this work, to the best of our



knowledge, there has not been another similar attempt to combine
participatory sensing with a large-scale Future Internet experimen-
tation infrastructure. As mentioned, we utilise the Ambient Dy-
namix Framework [2] for a large part of our core functionality. This
is however the first use of the framework in the context discussed
here, along with the significant extensions that were required. With
respect to prior work in SmartSantander, participatory sensing has
been utilised [12], however it was constrained to certain specific do-
mains, and all provided sensing functionality was predefined, i.e.,
there was little or no flexibility in terms of IoT experimentation.

Overall, in contrast to the majority of the participatory sensing sys-
tems available, we aim to provide a base system, on top of which,
and within certain limitations, researchers can deploy their code
which will be executed on volunteers’ smartphones. The system
also provides a more holistic solution in terms of measurement data
storage, availability, interfacing, etc. Moreover, such code will be
written for the Android software platform, which is currently the
most popular smartphone ecosystem. Also, we have focused on
technological aspects of such a system, leaving out user interaction
and engagement aspects for future work.

3. PARTICIPATORY SENSING - REQUIRE-
MENTS WITHIN SMARTSANTANDER

Having discussed existing approaches in participatory sensing with-
out or with smartphones, in this section we discuss the possibilities
created by integrating volunteers’ smartphone devices into an ex-
isting IoT experimentation platform, and also the overall research
challenges associated with realising such a vision. More specifi-
cally, with respect to the integration of smartphones with experi-
mentation testbeds, we envision the following sensing affordances,
in addition to the ones already available in current FI testbeds:

• Augment existing FI testbeds by smartphones interacting with
existing testbed infrastructure: smartphones could be utilized
to extend the overall capabilities of existing infrastructure,
crowdsourcing experimentation in a city-wide context. E.g.,
by utilizing delay-tolerant communication schemes, smart-
phones could be used to deliver data between different parts
of the testbeds, or they could be used to preprocess (com-
press, filter) parts of the data generating from the testbed
nodes before delivering them to other system layers.

• Utilize integrated smartphone sensors as sensor nodes: smart-
phones already encompass an impressive range of sensors, or
technologies like NFC (Near Field Communication). Such
technologies are often not supported in the IoT sensor nodes
used in experimentation testbeds. Essentially, in this fash-
ion smartphones could increase sampling points and overall
sensor number, even if the quality of readings is worse than
static nodes. Also, their potential in producing data on hu-
man mobility and activity currently cannot be rivaled, being
utilized in places where it would not be possible.

• Utilize additional unique sensors for novel applications: smart-
phone ecosystems have added support for adding external
sensing units directly or interfacing wirelessly. Such sensors
could be commercial add-on products, e.g., radiation sensors,
or custom boards built by hackerspace communities, espe-
cially in applications with social or artistic dimensions. One
could imagine e.g., studying mobility patterns in city streets,
and simultaneously monitor environmental parameters, e.g.,
noise pollution.

Having the above in mind, we can identify a set of associated chal-
lenges, that have not been fully answered yet by neither the research
community, nor the industry.

Programming and application model: current smartphone ecosys-
tems support rather unique programming models compared to more
potent systems, due to various constraints. One major difference is
the concurrency model supported on each platform. There are ad-
ditional restrictions in space, e.g., users or application restrictions
could require saving data only in the cloud, or issues with sharing
information with other applications, etc. Thus, applications should
be tailored for such specific execution context. Also, with Web
technologies’ advances, software for experimentation purposes could
even comprise applications executed within browsers, since smart-
phones’ computational capabilities have increased drastically.

Dynamic nature - Participation, resource discovery and con-
trol: there is an inherent opportunistic nature when including smart-
phones in an experimentation platform. Users decide on providing
their resources for experimentation or not, and there is also the is-
sue of networking availability. Moreover, limitations are not just
on whether volunteers actually offer their smartphones for exper-
imentation, but also in the ways they actually carry their devices,
e.g., if they place it in their pockets. Such limitations may seem
insignificant but could be as important as the calibration of sensors
in a controlled-environment testbed.

Enabling meaningful interaction with end-users and incentiviza-
tion: focus should be placed on the ways mobile platforms are
changing our everyday computing usage patterns and try to utilize
such trends in the context of FI. Also, long-term user engagement
is another point of consideration; without continuous user commit-
ment, large-scale results may be hard to achieve. Mechanisms such
as incentivization or social networking could be considered in this
direction, since they have been proven effective in other areas.

Enabling novel application contexts - Collective Awareness: the
social and environmental impact of such activities can be seen from
an outer perspective; imagine tools for monitoring changes in civic
areas and their impact they have in social interactions or the en-
vironment. Such insight can be of great help to city planners for
discovering the outcome of implemented changes in much shorter
time, or interest certain business sectors. Furthermore, pervasive
games and human mobility patterns/models could also be used to
provide insights for human activity or ways to test/provide collec-
tive awareness. Such mechanisms could provide combined correla-
tion of various sensing sources, for promoting behavioural changes
or increasing awareness about environmental conditions.

Security and Privacy management: monitoring environmental
parameters and behaviour tracking with smartphones raises per-
sonal and public security/privacy concerns. There is also the ad-
ditional implication that volunteers should have feedback on data
they produce during experiments, or data produced by other con-
tributors, e.g., for increasing participants’ motivation. However,
the fact those end-users are volunteers, and assuming that there is
transparent handling of the data produced by their devices and the
ways that such data are produced, should reduce such concerns.

4. SYSTEM ARCHITECTURE



SmartSantander [13] follows a 3-tiered network node architecture
(Fig. 1) consisting of an IoT device tier, an IoT gateway (GW)
tier and server tier. The IoT node tier consists mainly of IoT de-
vices providing the experimentation substrate. These are resource-
constrained devices, exporting sensing or actuating capabilities. This
tier accounts for the majority of the devices in the testbed infras-
tructure. The IoT GW tier links IoT devices to a core network
infrastructure. These nodes are also part of the programmable ex-
perimentation substrate, allowing experimentation for different net-
working and integration scenarios. These devices are typically more
powerful than IoT nodes but more resource-constrained than de-
vices in the server tier. The server tier comprises devices with high
availability, directly connected to core network infrastructure. They
are used to host IoT data repositories and application servers that
can be configured to realize a variety of different IoT services and
applications or to investigate approaches for real world data min-
ing and knowledge engineering. The server tier benefits from vir-
tualization in a cloud infrastructure, ensuring high reliability and
availability of all components and services.

We aimed to complement this platform by including smartphones
in the experimentation process, enabling them to co-exist with Smart-
Santander’s infrastructure. The existing model for experimentation,
in short, requires developers to write code for embedded platforms
(e.g., Libelium nodes), then select and reserve for a certain time
interval via a provided GUI the desired IoT nodes to execute the
experiment. Finally, the system submits the experiment to the IoT
nodes and delivers generated data to developers. With our system,
the overall flow (see Fig. 2) between various high-level experimen-
tation lifecycle phases is as follows:

• Registration of smartphones to SmartSantander, via a spe-
cific application on smartphones that manages the registra-
tion in the Resource Directory (RD) component [13] , the
configuration of the device by end-users, etc.

• Uploading of smartphone experimentation code to Smart-
Santander, along with a set of experimentation parameters
(execution period, etc.).

• Validation of the code by SmartSantander, in order to main-
tain uninterrupted smartphone use and anonymity of users
before making it available for deployment and experimenta-
tion.

• Dynamically deploy experimentation code to the volunteers’
smartphones and execute it at smartphone level for a specific
time interval.

• Retrieval of data generated by the experimentation code on
the smartphones, uploaded to the SmartSantander servers and
made available to the experimenters.

For deploying, executing and managing experimentation code on
smartphones, we rely on the Ambient Dynamix Framework (ADF)
for Android, having extended it in order to support our system.
ADF is a plug-and-play context framework for Android, enabling
mobile applications to install plugins during runtime, including sens-
ing and actuation plugins. Furthermore, ADF provides at server
level a plugin repository architecture, which enables developers to
create, share and publish new plugins. ADF at the smartphone level
runs as a background service, providing access for other applica-
tions to install, access and execute already installed ADF plugins.

Figure 1: Logical separation of 3-tier node architecture into a
testbed observation and management and an experimentation
plane.

Figure 2: Summary of the procedure for submitting experi-
ments to a IoT testbed infrastructure using our approach.

It is also possible for native applications and browser-based Web
applications to request context support from a local ADF instance.
ADF automatically discovers, downloads and installs the plugins
needed for a given sensing or actuation task. New or updated plu-
gins can be deployed to the device at runtime, without the need to
restart the application or framework, transparently from the smart-
phone user. Ambient Dynamix plugins are written in native An-
droid code, making it possible for programmers to access through
the ADF other plugins or resources.

Essentially, smartphone experiments in our platform are published
on a web repository as ADF plugins, i.e., developers write code
adhering to ADF plugin restrictions. When volunteer smartphone
owners register and connect to the system, such a plugin will be
installed locally to their device. Such plugins will be executed and
managed later on (paused, resumed, stopped, etc.) by a special
SmartSantander smartphone application. This app, identified as the
SE manager (Smartphone Experimentation) is responsible for:

• registration of the smartphone to SmartSantander,

• scheduling, execution and management of an experiment,

• management of access rights of the experimentation code to
the smartphone resources according to the preferences of the
device owner,

• recording of experimentation data and forwarding them to
SmartSantander data repository.



We could map the above requirements to a set of implementa-
tion components on a server and a client/smartphone tier. On the
server side, An SE Configuration component is responsible for the
experiment configuration, reusing and extending the functional-
ity of the existing Configuration module of SmartSantander (syn-
thesis, specification, file upload, sanity check, resource selection).
Also, a Smartphone Experimentation Server component manages
the scheduling of the experiments, the delivery of the experimen-
tation code to the smartphones, the registration of Smartphones to
RD, the gathering of experimentation data from the smartphones.

On the client/smartphone side, a SE and User Preferences Config-
uration module manages the configuration of the experimentation
sharing of the smartphone by the end-user (e.g., allow the use of
specific sensors, specify the time of day to be used, etc.). The mod-
ule registers the Smartphone to the system. Also a SE Manager
module manages the experimentation code delivery to the smart-
phone, the execution, the monitoring of the experiment and exper-
imental data recording. Finally, it will deliver the produced data to
the Smartphone Experimentation Server.

Smartphones, in contrast to other IoT devices in SmartSantander
platform, are being carried by users/owners. Therefore, special
components are required that will not interfere with the normal
operation of the smartphone and guarantee the privacy of the par-
ticipating users as well. Several issues regarding the integration
with the SmartSantander architecture have been identified and re-
alized. For the time being, we have focused on the Android smart-
phone platform for our implementation, due to restrictions posed on
multitasking in other popular smartphone platforms and Android’s
overall popularity as a platform among smartphone users.

In order to implement such functionality, we designed and imple-
mented several modifications and extensions to ADF.

Portal Server Level: The existing Ambient Dynamix Plugin Web
repository has been extended with a special API responsible for in-
serting, deleting and updating plugins. This interface is used by the
experimentation user client app in order to insert, delete or update
an experiment. Furthermore, this extension ensures the integrity
among the published plugins (i.e., SmartSantander-related experi-
ments) and the main experimentation database.

Smartphone Level: The Ambient Dynamix Context Service has
been extended with the following components:

• an Access Rights Manager, which is a manager for giving to
the plug-ins (experiments) the rights to access certain smart-
phone resources according to end-user owner. The issue here
is that smartphone owners may decide to restrict access to
specific integrated sensors of the smartphone, so that e.g., the
experimentation code cannot utilise the GPS of their device

• Communication Interfaces in order to access smartphone stor-
age for persisting experimentation data. At the end of the
experiment, the SE Manager forwards the stored data to the
SmartSantander experimentation DB.

• An Android application for starting, pausing, or resuming the
execution of a plugin/experiment.

Registration of mobile phone devices into the SmartSantander plat-
form. We developed a specific application for Android devices that

registers a smartphone to the platform and manages (run/pause/stop)
the deployed experiment. This application instantiates the “SE and
User Preferences Configuration” module, where the end-user gives
consent to contribute his smartphone computing, sensing and com-
munication resources and configure several parameters of experi-
ment execution (e.g., which ones of the integrated sensors to share,
when and how to upload experiment readings, etc.). This appli-
cation also registers through the “Resource Registration” compo-
nent the device to the system. Registration will be handled by the
“Smartphone Experimentation Manager” at the portal server level.

Uploading of smartphone experimentation code to the SmartSan-
tander system. Through an Experimentation Client, experimenters
will specify a range of devices (number, type, sensors, etc.), reserve
them for a time period and define an experiment for smartphones.
The identified component “Experiment Manager” will consume all
the parameters of an experiment and will prepare the experiment as
a file to be deployed on smartphones. The experiment is published
as a plugin at the Plugin Experiment Web repository.

Deployment of the experimentation code to smartphones and exe-
cution. The smartphone level SE manager interacts with the Plugin
Experiment Web repository and installs the experiment plugin. Fur-
thermore, it manages the execution of the experiment and also the
interventions of the users (e.g., stop/resume whenever required).

Retrieval of Experimentation Data. SE manager interacts at the
smartphone with the experiment plug-in and retrieves the captured
experimentation data. These data are stored locally in a local database.
At the end of the experiment, the reporting module pushes back to
the server all captured data.

5. IMPLEMENTATION DETAILS
In this section, we discuss several aspects regarding the implemen-
tation1 of the architecture discussed previously.

5.1 Integration with SmartSantander Platform
Regarding integration with SmartSantander (Fig. 3(a)), all opera-
tions and communication interfaces from smartphones to Smart-
Santander servers have been developed using SOAP Web Services
(JAX-WS). The registration of devices has been done in the RD, the
main SmartSantander component for storing IoT devices of the in-
frastructure along with various attributes and characteristics of the
devices. By design, RD can support dynamic attribute set and char-
acteristics, covering a wide range of devices. During registration,
the smartphone vendor/type is submitted along with users’ pref-
erences regarding which sensors are permitted to be used. These
sensors are registered as capabilities of the device. The device is
registered by a unique integer ID, sent and stored in smartphones
for subsequent data registration.

Regarding experiments, another component of SmartSantander plat-
form has been used, the Experimentation Database (ED). ED is a
database where experiments and various attributes (like time inter-
val of execution, desired devices, number of devices, user which
submitted experiment, source code and binary files of the experi-
ment, etc.) are stored. Concerning delivery of experimented, each
one of the registered devices are polling the main server for an ac-
tive experiment and if its characteristics are matching the device
capabilities (user preferences), then the binary code (in our case, a
OSGi plugin) of it is delivered to the polling device.

1Repository: https://github.com/theodori/AndroidExperimentation



(a) (b)

Figure 3: (a) Integration with SmartSantander, (b) overall architecture of the system and interconnections between the experimen-
tation portal and smartphone devices.

Finally, regarding data gathering of experiments, each one of the
experiments is producing data. These data are posted through the
web interfaces to main system and eventually are stored to the Ex-
perimentation Database. In this database its is possible either to
store a plain observation (e.g., noise levels) described by an obser-
vation name, a primitive data type (e.g., float, string) and an obser-
vation value or it can be flexible enough and experimented can store
observation value or it can be flexible enough and experimented can
store arbitrary payload messages as JSON strings.

5.2 How to implement a plugin
ADF is based on OSGi architecture using an Apache Felix imple-
mentation2, a framework enabling the development of Java applica-
tions based on dynamic components, i.e., application functionality
can be dynamically installed, updated or executed if the respec-
tive code follows the OSGi specification, in a plugin fashion. Us-
ing such an architecture allows changes to the composition of the
smartphone application dynamically, without requiring application
restarts. It also decouples components, and enables them to dy-
namically discover each other for interaction, i.e., components can
utilise the functionality of each other

Any framework that implements the OSGi standard provides an en-
vironment for the modularization of applications into smaller bun-
dles, the basic components in OSGi, which are tightly coupled, dy-
namically loadable collection of classes, JARs, and configuration
files, declaring their dependencies. The standard bundle composi-
tion includes a detailed manifest file declaring all its contents and
additional services required. OSGi framework bundles can be dy-
namically installed, started, stopped, updated and uninstalled.

5.3 Smartphone application UI
As mentioned previously, building upon our extensions of the ADF,
we developed a new user interface for the smartphone app running
on the volunteers’ devices. The overall goals for such an app are
the following:

• Give the end-users the ability to easily initiate or terminate
their participation in the experimentation process, and en-

2Apache Felix, http://felix.apache.org/site/index.html

able/disable their devices at will at any time, while having a
clear overview of the whole process.

• All plug-ins and respective sensors can be activated/deactivated
selectively at any time, making clear to the system what ex-
perimentation capabilities the end-users are willing to con-
tribute, and also make clear to end-users what kind of data
they can actively offer.

• The user interface provides a live view of the data gener-
ated by the device when there is an active experiment and the
device has joined in. Along with the data, there is a short
description of the experiment itself available. The content of
the readings messages, produced by the app in order to be
sent to the experimentation server, are bundled in readable
JSON format, so it is relatively easy to examine the actual
data sent to the rest of the system.

• A number of statistics are provided regarding their overall
participation and contribution to the project, such as the num-
ber of readings produced and experiments participated, to-
tal online time (i.e., connected to the system and producing
readings), etc. There is also a bar chart available, displaying
the users’ activity over the previous week.

• Apart from being able to inspect the content of the readings
messages sent to the rest of the system, there is an debug
screen available for developers to use, where lots of system-
generated information is displayed continuously, so there is
little need for developers to add custom debug mechanisms.

5.4 Web Portal
Apart from the user interface targeted towards the experimenta-
tion volunteers, we have also implemented a web portal in order
to simplify the whole process of experimentation for the develop-
ers. As discussed, after having first developed their code adhering
to the guidelines/rules set by the system, researchers can submit
their code to be validated and then deployed over to the volunteers’
devices. This web interface offers the following functionality:

• Developers can upload their generated experimentation plug-
ins through a simple web form. Researchers also must pro-



vide both short and analytic descriptions of the aim their ex-
periments, define which sets of device sensors and network-
ing interfaces they wish to use (also in the form of a list of
utilising other existing ADF and experimentation plug-ins),
and also set a number of restrictions on the date and time they
wish to see their experiments deployed and performed.

• If any experiments with public results are already available
on the system (i.e., they have been performed and concluded
in the past), developers can have a look at such data, and also
get an overview of the associated experiment statistics (i.e.,
number of devices that participated, time of execution, etc).

• Researchers can have an overview of the execution of their
submitted experiments, and the respective generated sensor
readings. They can view such data both in raw format or in
simple chart figures; they can also select to see the output
of specific devices (by selecting a device ID that has been
anonymously associated with each volunteer’s device).

6. EXPERIMENTS - RESULTS
In order to validate our system and overall approach, we had 2 ex-
perimentation scenarios implemented in the form of plug-ins for
our system, as explained in the previous sections. We carried out
our experimentation in two cities, Santander (location of SmartSan-
tander infrastructure) and Patras, Greece with very similar charac-
teristics in landscape and population size (i.e., around 200K citi-
zens, a large port and a city centre area similar in size). The first
scenario involved the detection of WiFi networks available at street
level (wardriving), while the second one involved the monitoring of
noise levels in city centres. This set of scenarios was not chosen to
showcase new innovative applications, but rather to present differ-
ent ways of integration with an already installed IoT infrastructure,
and how easy and efficient such a system architecture can be to de-
velop for, at least compared to the existing alternative approaches.

With respect to the actual experiment runs, there were 30 volun-
teer users in total that took part in the experiments described here;
however, only the second scenario was performed in both locations
simultaneously. A large total number of 130346 reading messages
were produced (59287 for the wardriving scenario and 71059 for
the noise level monitoring scenario) during 7 days of experiments.
In terms of actual contribution to the experiments, some users pro-
vided data for a single day while others contributed for longer time
periods, while 3 users just registered their device and never actually
produced readings (i.e., briefly interacted with the application and
then quit). The vast majority of the volunteers used devices with
a version of Android from 4.0.3 and above. We now proceed to
discuss separately each scenario and the respective results.

6.1 Mapping WiFi across a City Center
The aim here is to showcase the easiness with which developers
can utilise the volunteers’ devices’ networking interfaces; we chose
this specific scenario due to its simplicity and straightforward con-
cept. The devices scan for available WiFi networks together with
GPS coordinates and periodically send measurements back to the
experimentation server. The implementation took 386 lines of code
and users were required to download a 1277KB experiment plug-
in to start taking measurements. Essentially volunteers carry their
Android smartphones in order to map free WiFi networks along
the city streets. One could imagine all kinds of experimentation
setups based on our system, where someone could e.g., monitor
Bluetooth/WiFi interfaces to establish the number of mobile device

users in a certain area, or infer face-to-face encounters between
people visiting an exhibition or working in the same company.

The experiment was conducted only in Patras for 2 days, with 8
volunteer users, mainly as a test for the implementation of the sys-
tem. The results gathered spanned across an area of 3 Km2 (esti-
mated), depicted in Fig. 6. The depicted area is almost 7 Km wide.
Readings were taken by volunteers both when walking and while
driving. Overall, a total number of 2728 WiFi networks were re-
ported, of which only 18 were open (i.e., not requiring a password
to join). With such data in mind, it seems a bit like searching for
a needle in a hay stack; however, it is safe to say that is feasible
to create the map of WiFi availability over a city in just a few days
using this automated experimentation procedure. By creating a city
coverage map, such data could also be used to make new routes for
mobile IoT nodes, e.g., belonging to SmartSantander infrastructure,
in order to utilise the open WiFi networks available in a city centre.

6.2 Urban Noise Levels Monitoring
This scenario aimed to detect ambient noise levels in a city center
utilizing the volunteers’ smartphone microphones. As mentioned
in Section 2, this is an application scenario that has been imple-
mented in several parts of the world the last decade; it is a charac-
teristic example of participatory sensing and also an important one.
Specifically in the EU, it is mandatory for all cities above a certain
size to periodically monitor noise levels in certain important areas,
as defined in [10]. The usual procedure followed is to have a num-
ber of calibrated microphones installed in specific locations, taking
measurements for a day, and then relocating the equipment to other
city spots to repeat the procedure. Thus, this procedure takes con-
siderable effort and time to be completed, and by design it covers
only the designated locations. Sound propagation models are then
used to provide a more complete picture over a whole urban area.

Participants were instructed specifically to carry their devices in a
way that leaves their microphones exposed (e.g., in a jacket pocket
while walking), in order to have more reliable readings. The plugin
implemented for the experiment calculates sound pressure levels
and outputs decibel levels (dBA) together with GPS coordinates.
It was implemented using a total of 382 lines of Java code, while
volunteers need to download a total of 1171 KB for the experiment
to begin. A total of 27 volunteers submitted readings during the
run of the experiment in both locations. Some of the measurements
are depicted in Fig. 6 and 5, illustrating differences in noise levels
between busy streets and other areas, and between different periods
of the day. In Fig. 6, noise levels are shown in the center of Patras
and a suburban/campus location; there are clear differences in noise
levels. Also, in Fig. 5 busy areas of Santander, i.e., the University of
Cantabria campus and the commercial center are clearly depicted.

In the case of Santander, 45 IoT nodes equipped with microphones
have been installed throughout the city center, aiming to provide
a continuous stream of data regarding noise levels inside the city.
However, these are stationary nodes, whose microphones3 are equiv-
alent to ones present in typical Android smartphones. Moreover,
they are calibrated to return values between 50 and 100 dBA, fil-
tering value both below and above these thresholds. By comparing
readings returned by these IoT nodes and the devices in our ex-
periments, we can see that the range of values from both sources
is similar; the difference in average noise levels measurements be-
tween static nodes and smartphones in the same or nearby areas

3Libelium Smart Cities Board, Panasonic WM-61A microphones.



Scenario Lines of code Size of plug-in (KB) #Participants #Readings Duration Coverage
Wardriving 386 1277 8 59287 2 days 3 Km2

Noise Levels monitoring 382 1171 27 71059 5 days 6.8 Km2

Table 1: Overview of the experiments and respective results

ranges from 3 to 6 dBA. However, smartphones can also produce
values below 50 dBA, e.g., in some “quiet” routes average values
of 47 dBA, while in “busy” ones quite larger values. Also, many of
the infrastructure nodes are placed on rooftops, explaining why the
measurements from smartphones to a certain extent present greater
variation. With respect to the area covered, in 5 the rectangle in the
two rightmost figures shows the approximate location of the fixed
infrastructure; it is clear that with just 5 days of an experiment run,
we managed to gather measurements from a larger area.

In terms of the time periods that were monitored, in Santander there
were measurements available for all hours of the day, while for
Patras there were none available for the time period from midnight
to 6:00am. Most readings were gathered between 12:00 and 20:00.
In terms of total area covered, in the case of Santander an area
close to 4 Km2 was monitored, while in Patras the area covered was
close to 2.8 Km2. In other words, a fairly large area was covered in
just a few days, and with longer experiment duration, it could have
provided a fairly comprehensive noise levels map of both cities’
centers almost round the clock.

6.3 Discussion - Limitations
The Wardriving scenario illustrates mainly how a smartphone ex-
perimentation platform can augment the networking capabilities
of a given IoT city infrastructure. Although similar results can
be achieved by using e.g., mobile IoT installed on taxis or buses,
the scalability enabled by using the described approach cannot be
understated. Furthermore, in the case of monitoring interactions
through networking interfaces, stationary/mobile IoT nodes belong-
ing to a FI testbed cannot monitor their designated areas continu-
ously. However, volunteers that participate in a smartphone experi-
mentation platform can fill in the “gaps” that are present in this case
and therefore enhance the overall functionality of the platform.

Similarly, the noise level monitoring scenario, illustrates how to aid
stationary infrastructure deployments with measurements covering
broader area and filling in potential “gaps”. However, although cur-
rent smartphones integrate many sensing components, their char-
acteristics pose certain challenges to integrate them within an IoT
sensing infrastructure. E.g., microphones utilised are (naturally)
not very accurate, and microphone calibration profiles are required
in order to provide more meaningful values. Also, in the case of
wind measurements produced do not correspond directly to noise
levels and should be filtered somehow; areas that shared similar
noise characteristics produced higher noise levels only due to be-
ing more exposed to winds than nearby areas.

Regarding the concept of experimentation, we could comment that
there is a certain tradeoff between the number of experimentation
volunteers and their commitment, the period of time to perform the
experiment, and the quality of the results produced. The problem
is that if we want good resolution throughout the day, e.g., as in
the case of noise levels, this approach might not provide adequate
results on its own but require combined effort with some fixed in-
frastructure. E.g., in the 00:00 - 06:00 time zone, there were no

noise level measurements produced in Patras. However, in many
cases this procedure can cover large areas to at least provide some
indications/trends in limited time.

With respect to development effort, on the one hand with our ap-
proach researchers avoid the complexity of developing for an em-
bedded highly specialised platform and instead use popular devel-
opment tools for smartphone platforms. On the other hand, using
such experimentation procedures can lead to creating an abundance
of additional data, that further complicate the situation of making
sense out of this data; additional effort may be needed for filtering
and data mining in order to produce meaningful information.

7. CONCLUSIONS - FUTURE WORK
We presented in this work a system extending a well-established
city-wide IoT experimentation platform. Such a system augments
the existing paradigm for IoT testbeds in a logical and practical
manner, augmenting the existing experimentation functionality with
smartphones carried by volunteers inside urban areas. Our results
show that it is easy to provide sensing coverage for wide areas by
using smartphones and confirm previous results showing that sen-
sors embedded in smartphones can produce results that can at least
correlate with the respective results produced by much more expen-
sive and sophisticated systems. On top of that, we demonstrate that
such results can be produced in a relatively easy manner, develop-
ing for the popular Android platform and distributing the code to
multiple clients transparently from both the experimenters and the
smartphone users/volunteers.

With respect to our immediate plans for extending the current plat-
form, we aim to make our system more efficient and simplify the
process of producing sensor calibration profiles and integrating them
to the system in order to produce more reliable results from the
volunteers’ devices. Enabling a more dynamic interaction with
end-users is another direction we intend to pursue. We also plan
to delve into matters such as gamification and user incentivisation,
which are mostly absent from this work. Finally, we look into pro-
viding a more sophisticated DTN communication component be-
tween smartphones and IoT devices, in order to enable complex
experimentation scenarios. We expect that the next phases in the
evolution of experimentation in IoT will inevitably rely, to a cer-
tain extent, on the voluntary involvement of non-experts in data
collection and large-scale experiment participation. These are all
aspects that should be more aggressively encompassed in order to
identify key research challenges, future directions and major scien-
tific questions common to inspire future, long-term research.
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[23] L. Sanchez, L. MuÃśoz, J. A. Galache, P. Sotres, J. R.
Santana, V. Gutierrez, R. Ramdhany, A. Gluhak, S. Krco,
E. Theodoridis, and D. Pfisterer. Smartsantander: Iot
experimentation over a smart city testbed. Computer
Networks, 61(0):217 – 238, 2014. Special issue on Future
Internet Testbeds - Part I.

[24] I. Schweizer, C. Meurisch, J. Gedeon, R. Bärtl, and
M. Mühlhäuser. Noisemap: multi-tier incentive mechanisms
for participative urban sensing. In Proceedings of the Third
International Workshop on Sensing Applications on Mobile
Phones, PhoneSense ’12, pages 9:1–9:5, New York, NY,
USA, 2012. ACM.

[25] Y. Xiao, P. Simoens, P. Pillai, K. Ha, and M. Satyanarayanan.
Lowering the barriers to large-scale mobile crowdsensing. In
Proceedings of the 14th Workshop on Mobile Computing
Systems and Applications, HotMobile ’13, pages 9:1–9:6,
New York, NY, USA, 2013. ACM.



Figure 4: Sample screens from the smartphone user interface - the first screen (leftmost) depicts overall info about the device and
connection status to the system, the second displays user preferences regarding the use of specific sensors, the third shows information
about the experiment currently executing on the device, and lastly, some statistics about the specific device (e.g., number of readings
contributed).

Figure 5: Results generated by experiments run by volunteers at Santander - the first figure (left) shows measurements by the
stationary IoT nodes of SmartSantander. The center figure shows a heatmap of average noise levels measurements produced by
smartphones between 12:00 and 18:00, while the rightmost figure shows measurements between 18:00 and 24:00. The rectangle
shows the approximate location of the static infrastructure.

Figure 6: Results generated by experiments run by volunteers at Patras - the leftmost figure shows the WiFi measurements as
placemarks. The center (city center) and rightmost (suburb and university campus) figures show average noise levels between 18:00
and 24:00.


