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Abstract—This paper presents ‘Expression’ — an integrated Camera | P
assistive solution using Google Glass. The key function oh¢ e I s VI Button = 3
system is to enable the user in perceiving social signals duag | Display ] (r:verserside)
a natural dyadic conversation. The design and implementatin

of the system addressed a number of technical and research
challenges — video acquisition and communication over Wi-i
efficient detection and tracking of faces, overheating of
Google Glass, robust detection of facial features and modab
behavioral expressions, and feedback system for percein
social signals. Performance evaluation was conducted to sure
the completeness and generalizability of models. Furtherore,
usability studies were performed with ten (10) subjects (six
visually impaired and four blind-folded) to illustrate the utility
of the ’Expression’. Subjective evaluation of Expression &s
performed using a five 6) point Likert Scale and was found
to be excellent {.383).
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I. INTRODUCTION

Limited access to non-verbal communication cues hinders
the dyadic conversation or social interaction of people who
are blind or visually impaired. Studies (e.g. [1]) have show
that social signals are often communicated through nomerb
channel. In a number of experiments, Argyle et al. [2] regart
that nonverbal cues play a significant role in rating frigndl
or hostile attitude. Interviews with people who are blind or g’
visually impaired revealed that they are more interestaxiib &8
the interlocutor's appearance, facial features and behalvi o

=
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‘ Visually ’ Interlocutor

Impaired User

expressions. There is also a consensus that technological
advances are yet to overcome the barriers that limit their
abilities to gain independence. Assistive technology tsuhs

can potentially help them from social isolation, lack of
employment, depression, and other mental health issues. ]

L

In this paper, we present an integrated system, called -
Expression using Google Glass (see figure 1). The Google )
Glass (henceforth termed as the Glass) has an Optical 34‘ Social Signal Inference Module '—
Head Mounted Display designed to be worn as eyeglasses <
and is equipped with a camera, voice recognition, Internet
connectivity, and an array of sensors. Such a system offers
new possibilities, for example voice commands, Web searclfjig- 2. Experimental Setup for evaluation of tBepression
hands-free interaction with smart phones, etc. Howevee, du
to small form factor, the battery life and heat dissipatidn o
the device are not suitable for continuous usage and imensi  The integrated system is designed to perceive social signal
computation. Hence, intensive computations such as dmtect and provide feedback in soft real-time in an unobtrusive
and modeling of behavioral expressions were delegated to manner. Facial appearance features, behavioral expnessio
dedicated server to avoid overheating of the Glass. body postures, and emotions are considered social signals
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in this context of dyadic conversation. Vinciarelli et al] [4 I[I. RELATED WORKS
provides a detailed introduction, the challenges and piaten
implications of social signal processing. Figure 2 depthts

. . . Iy A plethora of assistive solutions have been developed to
use case scenario @&xpression A blind or low vision user P P

. . S aid the people who are blind visually impaired. Velazqudz [6
wears a Glass with thExpressionapplication installed. The compiled a comprehensive list of wearable assistive dsvice

application captures video stream {L0 Frames per second) o in_different bodv areas such as fingers. wrist. arm

using the Glass camera and transmits to the server. Th\é’godomen chest hea?j/ feet, tongue, ear gtc ’Luo e’t al [%]

server analyzes th_e facial imag(_e and returns the deteated fa developeél a We:’:\rable ’ViSiOI"l enhanéement dévice based on

fgatﬂr(?s‘ or Eehaw_orﬁl, expression. Speech fe%dba%k (saich Read mounted display (HMD) to aid the people with vision

(hrough ear buq USing bultn Text0-Specch service.  Problem. The system supports alemating see thiough and
' magnification mode to assist the people with disability in

The implementation of theExpression followed the Seeing distant objects and signs.

fusion of “participatory design” and “design thinking”. &h
functionality of the system evolved over time through  pyisti [8] is a wearable system for the blind to navigate
meaningful interaction with representative userghe ideas jn indoor and outdoor environment. It packaged a portable
of empathy for the context of a problemgreativity in  computer in a backpack for data processing from the beacons
the generation of insights and solutions, arafionality i attached to the body of the user. Krishna et al.[9] develaped
analyzing and fitting various solutions to the problem wereprototype of social interaction assistant to facilitatarténg
adopted from “design thinking” [3]. Itis the fusion of ideti®t  3nd recognizing faces. A number of the wearable systems
lead us to use Google Glass as a platform to render servicggr the people with disability were developed for navigatib
to people who are blind and visually impaired. aid. [10] provided an experimental analysis of a sign-based
dvay finding system using a cellphone camera. It detects
landmarks” in the environment (e.g. Room number and Name
of occupant in an office) and guides a person without sight
towards the detected landmark.

During the participatory design phase we interviewed an
collaborated with three subjects to finalize the functidpal
of Expression To detect the facial features, and model
behavioral expressions, we collected dyadic conversatita
from twenty @0) subjects both sighted and visually impaired.
We annotated the videos to create a “ground truth” data With the introduction of iPhone in 2007, there started a new
to model social signals. The models were evaluated usingave of visual aids in the form of smartphone applicatiors. A
recorded evaluation sessions (overall F-measur®.7§3).  the Glass came out in 2013, there is another noticeable shift
Usability study usingl0 subjects (six blind and low-vision towards wearable assistive solutions. Shilkrot and cgliea
and four blind-folded) was performed in a five point Likert [11] developed a wearable device that assists the visually
Scale. impaired in reading printed texts. Juan and colleaguesgé@]

) . . . the advent of wearable computing platform as the beginning

The design and implementation of th&xpression  of 5 new generation of hands-free assistive vision apjdicat

addressed a number of technical and research challenges at would render seamless experience in social interastio
participatory design to understand users’ need and system

specification, video acquisition and communication over _

Wi-Fi, efficient detection and tracking of faces, overhegti The “Team FA.C.E” [13] developed a facial and
of the Glass, robust detection of facial features and mndeli €xpression recognition system for the blind and low-vision
behavioral expressions, and feedback system for pergeivirP€ople mounted on a standard white cane. It detects six

social signals. basic emotions defined by Ekman [14] whereas we argue
that though these emotions are prevalent in general social
In summary, the key contributions of the papers are: interactions, in dyadic conversations the emotions areemor

nuanced. Hence, we focus on facial and behavioral expressio
e to build a framework for data annotation and instead of categorical emotions. Gade et al [15] proposed a
stratification; social interaction assistant that uses a wearable camera to
) ) ) ) localize persons. Most relevant to our workNgAPS [16] — a
o real-time detection and tracking of faces in naturalsmart phone based prototype that predicts affective diioess
dyadic conversation; (valence, arousal, and dominance) in social interactions.
Another similar work iSiFEPS [17], a sensory substitution
system that produces auditory feedback for changes inlfacia
expressions for the users. Both the systems are implemented
e building a fully integrated assistive solution for people O©n @ smartphone platform and have their limitations in teofns
who are blind and visually impaired to facilitate deployment such as hanging the phone from the neck, limited
dyadic conversation; field of view of the phone camera, etc. A number of challenges
arose due to different form factor of the Glass — especially
e comprehensive usability study to demonstrate thethe heating problem, short battery life, and bandwidth fatad
utility of Expression transmission. Additionally, we collected and annotatethda
from both sighted and visually impaired individuals to mbde
1By representative users we refer to the people who are biindsaally ~ the social signals in a natural setting. It is important téeno
impaired or low-vision. that the interlocutor can be either sighted or have digasli

e robust inference of social signals in soft real-time in
an unobtrusive manner;




Data Acquisition and Communication Module 1) Selection of Behavioral Expressions:: Expressionwas
designed to help perceiving social signals in a natural ityad
Frame conversation. In particular, the system was designed tistass
[ S M Capture } the blind or visually impaired. As a part of the design, we

studied psychology literature to understand facial festiand

//:> @ behavioral expressions for social signals. Duncan [18}tewl
TERETTEEHET & Windowing a set of body motions from his research on communication

behaviors in face-to-face interaction:
‘.;‘.‘ Wi-Fi Network

e head gestures and movement (nodding, turning,
pointing, shaking, etc.);

e shoulder movements (e.g. shrugs);

Feedback System

Feature Vector e facial expressions;

Behavioral Facial Appearance
T Expressions Features

Social Signal Inference Module

hand gestures, movements, and different hand
positions;

e arm movements and positions;

e foot movements;

Fig. 3. Diagram of the complete Expression System e leg movements and positions;
e postures and shift of postures;

I1l. DESIGN OF‘EXPRESSION e use of artifacts such as pipe, papers, and clip board.

Design and implementation dExpression followed the In a recent study of dyadic conversation, Cummins [19]

ideas from participatory design and went through a numbestudied the role of gaze and eye blink in the context of
of iterations. Figure 3 shows the system architecture ofonversation and turn taking. Kleinke [20] explored theegaz

Expression It has three modules: and making eye contacts during conversations as a means
o o to provide information, regulate interaction, expresgmacy,
e data acquisition and communication and exercise social control. Patterson reported inteopeais

distance, gaze, facial expressiveness, and head nods as the

e social signal inference module constructs of nonverbal involvement [21].

o feedback system. The main challenge of modeling behavioral expressions are
data collection, annotation, feature selection, and migeive

The rationale of the system design has been discussed Bllected a set of behavioral expressions through useystud

the following sections. The data acquisition module cagsgur
video stream using the Glass camera. It uses a Viola-Jooesfa ¢  head movements (look up/down, look left/right, tilt
detector from OpenCV library for fast detection of face ceyi left/right);

in camera preview mode. A region of interest (ROI) around the . . ) .

face location is selected by windowing technique. After GPE ~ ®  facial expressions (smile, open smile); and
compression, the data is transmitted to the server. Theserv 4 pehavioral expressions (yawn, sleepy).

runs the social signal inference module that extracts facia

features and estimates head pose to generate feature.vector Figure 4 shows a few examples of the selected expressions.
A rule based classifier infers the behavioral expressioms fr

feature vectors using a time based sliding window techniqueB. Data Collection and Annotation

The output is then sent to the feedback system where built-in

Text-to-Speech service generates the audio feedback. The existing datasets in facial expression and emotion
research are mostly built by emotion elicitation technigjue

and included only sighted people. Since the visually ingghir

A. Design Activities in the Lab individuals often interact with both sighted and blind owlo
vision people, we decided to include the visually impaired
thdividuals in our data collection along with the sighted
people. The authors played the role of the interviewers and
fhe participants were asked to engage in a dyadic convensati
about topics of their interest. Each conversation lasted fo
about10 minutes and was recorded using the Glass camera
e How to capture a balanced dataset to model variougvorn by the interviewer. Six6) visually impaired andl4

behavioral and facial expressions? sighted people participated in the data collection pracess

We started our design process to address the followin
research questions:

e What are the behavioral expressions in the context o
dyadic conversations?

e How to select the features to model the expressions? Five annotators performed frame by frame annotation of
the data. The authors demonstrated example annotatios task
The following subsections describe our design activities. to train them. The inter-rater agreement measured by Fleiss



Fig. 4. Example of expressions detected(from left): TilftL&ooking Right, Tilt Right, Smile, Looking Up, Yawn, Loakg Down, Looking Left

Kappa [22] was0.791 that indicates significant agreement. connection. Also, the API does not allow modifying Glass
Though it can’t be generalized across the population due teesolutions and display settings. On the other hand, GDK is
small number of participants, the annotators observed thatn add-on of the existing Android platform and supports s€ce
the congenitally blind subjects were less expressive coethba to all the hardware sensors. Therefore for the applicatibat

to their non-congenital counterparts. After cleaning up th require real-time responsiveness, GDK is the preferreiteho
noises from recordings, we obtained ab@utours of dyadic

conversation data. 2) Prototyping of ‘Expresssion’: The Google Glass was

chosen as the development platform for a number of reasons.
. - It is more ergonomic than a head mounted or neck mounted
C. Feature Selection and Model Training camera often used in prototyping assistive vision systéins.
The Facial Action Coding System (FACS) [23] representsblind person does not look any different from a sighted perso
facial expressions as the movements of Action Units (AUs)wearing the Glass. Therefore it is less conspicuous whief th
Rahman et al [24] proposed a framework that captures therefer when in public places. Moreover, the technical fiesstu
relationships among th&requently Occurred and Strongly ~ of the Glass made it an ideal choice to develop the system that
Connected AUs and predicts the relations amohgrequently ~ requires video capture, streaming, and speech feedback. Fo
Occurred and Weakly Connected ones. Based on the study, our application, we are not using the head mounted display fo
we select facial features that are correlated to most of the A any kind of feedback. Due to short battery life, the appiwat
and, hence, will be able to include more facial expressionszannot run for an extended time on the Glass. However, our

We used distance based features such as purpose was to demonstrate how such a wearable device could
. _ be useful for the people with limited or no vision. It captire
e height of inner eyebrow and outer eyebrow; video stream and transmits to the server. The server pregess

the frames, tracks the facial features, and sends the ddtect
expressions back to the Glass application. The application
e height of inner and outer lip boundary; and then generates audio feedback using Text-to-Speech engine
We adopted the audio feedback according to the user study
conducted to evaluate thEEPS [17] system.

Facial features and head pose are extracted using

a Constrained Local Model (CLM) based face-tracker.E. Participatory Design
Developed by Saragih et al [25] it fits a parameterid& .
shape model and track 66 facial landmark points in the image, FOr the next phase of system improvement, we performed
A canonical reference shape was obtained from the mean of tf{Be participatory design through collaboration with a dmal
shapes of different expressions. The features were ctdcldes ~ 970UP Of representative users. Clovernook Center for tiredBl
the ratio of the distances between appropriate landmatks af @nd_Visually Impaired and the Mid-South Access Center
removal of global transformation. The head pose was estignat for Teéchnology (Mid-South ACT), both located in Memphis,

from the tracked3D shape. We then trained the rule-based@'® the two venues where we conducted our research.
classifiers using the annotated data. Clovernook Center is especially for the blind and visually

impaired individuals and provides training with assistive
technology devices. Mid-South ACT is a division of Centar fo
Rehabilitation and Employment Research (CRER) and provide

This subsection describes the development platform fotraining for clients with different disabilities. It alsorqvides
Google Glass and our implementation detailsEapression systematic evaluation of assistive technology and comduct
research and outreach program.

e height of eye opening;

e distance between lip corners.

D. Integration of Google Glass and Server

1) Google Glass Development Platform: Google Glass
applications (also known as Glassware) can be developed 1) Participants: We evaluated th&xpressionsystem with
in two different ways — either using official Mirror APl a total of 10 participants ands of them were blind or low
or Glass Development Kit or GDK. Mirror API is a cloud vision. The participants were recruited through contagtin
service that communicates with the applications via REETfuthe directors of the centers and student disability sesvice
messages. The contents can be viewed as time-line cards ah the University of Memphis. Among the visually
the device display. The cards use any of the predefined layouimpaired participants (4 female) 4 were African-Americane
or a custom layout based on a limited subset of HTML. InCaucasian, and one Asian. Our goal was to include partitspan
order to ensure real-time interaction it requires stabtertret  from different ethnicity, age, and gender. They had ageeang



betweer29 and65. The sighted participants were all graduate
students from the department of Electrical and Computer
Engineering at the University of Memphis. Their age range
was betweer25 and30. Table | lists the details of the visually
impaired participants.

The focus group consisted of three representative users
with varying degrees of disability (P1, P2, and P6 in Table I)
One of them is congenitally blind in one eye and gradually
lost vision entirely, the other participant lost vision bef
reaching teen age, and the third participant lost visioeraft
the age of40 due to diabetes and stroke. The individuals
were selected based on their availability, experiencerést,
and familiarity with technology. They participated in ieqggon  Fig. 5. Windowing in a frame where face is centered
interviews, brainstorming sessions, and phone intervianc
suggested modifications and improvements. They evalulaged t
the prototype ofexpressionand we modified the application
based on their recommendations and suggestions. In the
“Technology Use” column of Table IExtensive refers to
the users who are adept in using various assistive techyolog
and computer programs such as JAWS \VoiceOvefM,
ZoomTextMetc. They use smart phones extensively and
manages a good set of assistive applications for regular use
Moderate users are familiar with smart phones and computer
software but have not mastered the use, and.tve exposure
users are novice or use technology rarely.

2) Evolution through Design Thinking: Google Glass is not
suitable for continuous mobile vision applications sinbe t
battery drains quickly and the device heats up if the cangera i
continuously used even for a short duration. Likamawa et atig 6. windowing in a frame where face is at the corner in thaent
[3] investigated various use cases of the Glass to quartéy t
power consumption and characterize temperature profile. Th
alpha version ofExpression application on Glass only gave Besides optimizing data transmission, selecting a ROI
feedback when it got the result from server. The users found iaround a face also have the following advantages:
confusing when there was no face on the screen or face tracker
failed on the server due to small face size or out of plane head ®  The face tracker fails rarely as it finds a face in all the
movements. If the server can't track any face on the frantes, i frames and
sends “No face found” feedback. However, it was not timely  § e to large face size, feature extraction is also

and the users were not satisfied with that. optimized and it improves the response time of the

To accommodate their need, we incorporated a Viola-Jones Server.
face detector from OpenCV library for Android to select a
region of interest (ROI) containing the face [26]. It sertleze
functions:

However, adding the face detector to the application
exacerbated the heating problem. In another work Likamawa
and colleagues [27] addressed optimization of energy usage

e« we can provide feedback to the user about the positioﬁzontinuous mobile vision. They showed that with the existin

of the face on the screen so that they can adjust thef1OPile camera sensors it is possible to achieve constargyene
postures accordingly: per pixel for video capture at low frame rates. Therefore,

we downgraded the standard frame rate of the Google Glass.
e we transmit only the ROI to the server to optimize We empirically set the minimum frame rate © FPS and
data transmission; maximum to10 FPS.

e we also provide feedback to the user to move close 3) Design of Feedback: Feedback in an assistive solution
towards the interlocutor when the face size is smalleis an important design consideration influenced by personal
than40 x 40. preferences, surroundings, and context of use. From the

interviews it was evident that speech feedback is the most

After detecting a face, the size of a bounding box isdesired mode. It is also supported by the findings from the

calculated. Then a rectangle is created whose dimension &udy in [17]. A speech based feedback was designed for
double the size of the face bounding box. If the dimensiorthe Expression In the initial Expression system, the social
exceeds the image boundary, which occurs when face isignal inference module continuously spotted the behaVior
detected farther from the center of the frame, the boundargxpressions. When evaluated by the participatory desamn,te

of ROI is adjusted with respect to the frame. Figure 5 and &hey suggested to generate feedback when there is change
show two possible scenarios of windowing. in expressions instead of continuous output. The feedback



TABLE I.

STATISTICS OF BLINDNESS AND TECHNOLOGY EXPERTISE OF THEPARTICIPANTS

ID Age Gender Race Nature of Impairment Technology Use
P1 | 61 —65 M Caucasian Congenitally Blind Extensive
P2 | 36 — 40 M Asian Blind since teenage Extensive
P3 | 56 — 60 F African-American Partial vision on left eye Moderate
P4 | 26 — 30 F African-American Partial vision on left eye Moderate
P5 | 26 — 30 F African-American | Partial vision in bright light Low

P6 | 56 — 60 F African-American Partial vision on left eye Extensive

was then modified to keep track of the expressions, and w 5
give feedback only when a new expression is detected or th
previous expression sustains for a longer duration. It &/ ea
to follow the conversation with the modified feedback.

—_
*

IV. EVALUATIONS AND RESULTS

Likert Scale Score
w

We conducted both qualitative and quantitative evaluation

for Expression system. To evaluat&xpression we asked 1

the subjects to engage in two dyadic conversations with thi & & & & & o R
interviewer. Each of the conversations lasted for abbut & & ¢ & &£ & <
minutes. In the first session they did not wear the Glass, an < &L < N

in the second conversation they put the Glass on with the & oeé

Expressionapplication installed. They talked about the topics
of their interests collected through a set of questionndibe
subjects (six visually impaired and four blind-folded diggh
persons) participated in the study conducted at the MidSout
ACT and the Clovernook Center. We report the results in the
following sections.

Fig. 7. Result of subjective evaluation (higher score idenpt

e speech feedback of the expressions instead of tones.

As the limitation of the system, one participant complained
about sporadic short delays in the feedback. Also, being
artially sighted, she wanted the frame not to occupy thke ful
creen so that she can use her eyesight. Another participant
Ypected the Glass to be a little bigger in size. To answer the

estion of “Would you feel comfortable using such a system
in public?”, one participant replied:

A. Quantitative Evaluation of ‘ Expression’

We recorded and annotated the dyadic conversatiog
sessions to evaluate the system performance. The anrmtat
annotated the recordings and examined the speech feedb
produced by theExpression The precision (or positive
predictive value) and the recall (sensitivity or true pisitate)
values of different behavioral expressions are shown ifeTab
Il. The F-measure (oF; Score) is calculated from the average
values of the precision and recall. The overall F-measure i
0.773 which is reasonable for a real-time systems such a
the Expression Since dyadic interaction literature contains
many other expressions, it would be interesting to see ho
the system performs when more expressions are included
the vocabulary which we leave as a future work.

CGoogle G ass is less alienating conpared
go white cane. When | go out with ny cane
geople runs to the hill to | eave room for
nme. But | hope they would not notice this
\LGoogI e G ass] froma distance. Al so the
%enefi ts would eventual |y outweigh the
concerns and [|I hope] it will be nore
conmmon.

B. Qualitative Evaluation
) o ) V. DiscussioN& CONCLUSION
We followed up with the participants who were blind or low

vision for subjective evaluation after the dyadic convéosa We presentExpression system that evolved through
sessions usingxpression We asked the participants to rate the participatory design approach and design thinking. The
their confidence with a set of statements i5-point Likert ~ implementation and a thorough evaluation substantiated th
Scale with5 being the highest. The statements were abougffectiveness of the system. We describe the insights rodxdai
correctness, learnability, informativeness, usabifityrtability, ~ through the process and suggest outstanding issues faefutu

and user satisfaction after using the system. We report thdevelopment and improvement of the user experience with
result of the subjective evaluation in Figure 7 wearable devices. With that said, our work is not beyond

) o N _ limitations. Here we briefly describe the limitations thanc
We also asked their opinions about positive and negativgffect the functioning of the system.

aspects of thé&xpression and any issues related to Google

Glass. They mentioned a number of positive aspects such as: Multimodal feedback: In our study, a low vision
participant wanted tones along with the speech feedback.
Her opinion was if she misses the speech feedback while
concentrating on the conversation, tones will be helpful.
The idea of multimodal feedback seemed interesting to the
participatory design team and is currently work in progress

e hands-free interaction,
e tracking subtle changes,

e lightweight device, and



TABLE II.

PRECISION AND RECALL OF THE EXPRESSIONS

Expressions Total Events | Predicted | Missed | False Alarm | Precision | Recall
Smile 23 21 2 6 0.913 0.778
OpenSmile 18 15 3 3 0.833 0.833
Sleepy 12 9 3 4 0.75 0.692
Yawn 8 5 3 2 0.625 0.714
Looking up/down 19 17 2 7 0.895 0.708
Looking left/right 15 14 1 8 0.933 0.636

Average Precision & Recal| 0.825 0.727

TABLE III. U SABILITY TEST STATEMENTS
Criteria Statement [5 - Strongly Agree and O - Strongly Disagree]
Affordance Expressioncan be successfully used to understand others’ facial ssjormes
Learnability Expressioncan be successfully used to understand others’ emotioncialsmontext
Informativeness | Expressionconveys more information about a person’s face than it iarally expressed by a person’s voige
Usability Expressionis easy to use in daily life
Portability Expressionis portable
User satisfaction| Expressionimproves my social interactions with the interviewer
Willing to Use I will use Expressionin my daily life

Extending vocabulary of expressions. We resorted to a  [4]
set of common facial and behavioral expressions to develop
the dataset for thExpression Building a comprehensive data
set with proper annotation is quite challenging. We plan to [3]
add more expressions (one participant suggested frowning)
head movement and hand gestures which are quite common i
dyadic conversations.

Extraneous head movements: During the annotation of  [7]
the videos collected using Google Glass we found that some
segments of videos contain extraneous head movements of th[%]
interviewer and the tracker often failed to track the face W
discarded those segments since it was beyond the scope of our
current work.

Detecting Eye Blink: Eye blink is an interesting ¥

expression to be included in the vocabulary. It is a rapicheve
that requires high frame rate data acquisition for sucaéssf
detection. There are works on detecting eye blink [28]
using USB cameras. However, implementing the solution ir10]
Google Glass is difficult due to limited computing and batter

resources.
[11]

ACKNOWLEDGMENTS

We are thankful to Dr. Lavonnie Claybon, Director of [12]
Midsouth Access Center for Technology to provide access to
representative subjects to collect data and evalbspeession
We thank the participants for their feedback in the desigh an[13]
evaluation. This work was partially funded by National $cie
Foundation (NSF-11S-0746790), USA. Any opinions, findings
and conclusions or recommendations do not reflect the views
of the funding institution.

[14]

REFERENCES

[1] P. M. Brunet, H. Donnan, G. McKeown, E. Douglas-Cowie,dan [15]
R. Cowie, “Social signal processing: What are the relevamiables?
and in what ways do they relate?” Affective Computing and I ntelligent
Interaction and Workshops, 2009. ACIlI 2009. 3rd International

Conference on. IEEE, 2009, pp. 1-6.

[2] M. Argyle, F. Alkema, and R. Gilmour, “The communicatiof friendly
and hostile attitudes by verbal and non-verbal signalEjtopean
Journal of Social Psychology, vol. 1, no. 3, pp. 385-402, 1971.

[8] R. LiKamWa, Z. Wang, A. Carroll, F. X. Lin, and L. Zhong, ‘f@ining
our glass: An energy and heat characterization of googlesglarXiv
preprint arXiv:1404.1320, 2014.

[16]

[17]

A. Vinciarelli, M. Pantic, and H. Bourlard, “Social sigh processing:
Survey of an emerging domain,fnage and Vision Computing, vol. 27,
no. 12, pp. 1743-1759, 2009.

T. Brown €t al., “Design thinking,” Harvard business review, vol. 86,
no. 6, p. 84, 2008.

R. \elazquez, “Wearable assistive devices for the djlinin
Wearable and Autonomous Biomedical Devices and Systems for Smart
Environment.  Springer, 2010, pp. 331-349.

G. Luo, Z. Li, and E. Peli, “Mobile electronic magnificati device for
people with central vision lossnvest Ophthalmol Vis ci, vol. 52,
2011.

L. Ran, S. Helal, and S. Moore, “Drishti: an integratedidnr/outdoor
blind navigation system and service,” iRervasive Computing and
Communications, 2004. PerCom 2004. Proceedings of the Second IEEE
Annual Conference on. |IEEE, 2004, pp. 23-30.

S. Krishna, D. Colbry, J. Black, V. Balasubramanian, 8néhanathan

et al., "A systematic requirements analysis and development of an
assistive device to enhance the social interaction of pespb are blind

or visually impaired,” inWorkshop on Computer Vision Applications for

the Visually Impaired, 2008.

R. Manduchi, “Mobile vision as assistive technology fbe blind: An
experimental study,” irComputers Helping People with Special Needs.
Springer, 2012, pp. 9-16.

J. H. Roy Shilkrot, P. M. Connie K. Liu, and S. Nanayakkar
“Fingerreader: A wearable device to support text-readinghe go,” in
In Proceedings of CHI '14 Extended Abstracts on Human Factors in
Computing Systems. ACM, 2014.

J. R. Terven, J. Salas, and B. Raducanu, “New oppoitsnifor
computer vision-based assistive technology systems fervibually
impaired,” Computer, vol. 47, no. 4, pp. 52-58, 2014.

D. Astler, H. Chau, K. Hsu, A. Hua, A. Kannan, L. Lei, M. thanson,
E. Paryavi, M. Rosen, H. Unnet al., “Increased accessibility to
nonverbal communication through facial and expressiorogeition
technologies for blind/visually impaired subjects,” Tine proceedings
of the 13th international ACM SIGACCESS conference on Computers
and accessibility. ACM, 2011, pp. 259-260.

P. Ekman and W. V. Friesen, “Constants across culturebe face and
emotion.” Journal of personality and social psychology, vol. 17, no. 2,
p. 124, 1971.

L. Gade, S. Krishna, and S. Panchanathan, “Personizatiah using a
wearable camera towards enhancing social interactioninftividuals

with visual impairment,” in Proceedings of the 1st ACM SGMM

international workshop on Media studies and implementations that help

improving access to disabled users. ACM, 2009, pp. 53-62.

A. Rahman, M. Tanveer, A. Anam, and M. Yeasin, “Imaps: Mast
phone based real-time framework for prediction of affectnitural
dyadic conversation,” ivisual Communications and Image Processing
(VCIP), 2012 IEEE, Nov 2012, pp. 1-6.

M. I. Tanveer, A. Anam, M. Yeasin, and M. Khan, “Do you sebat
| see?: designing a sensory substitution device to accessserbal



(18]

[19]

[20]
[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

modes of communication,” ifProceedings of the 15th International
ACM S GACCESS Conference on Computers and Accessibility. ACM,
2013, p. 10.

S. Duncan Jr, “Toward a grammar for dyadic conversatiG@amiotica,
vol. 9, no. 1, pp. 29-46, 1973.

F. Cummins, “Gaze and blinking in dyadic conversatiégnstudy in
coordinated behaviour among individuald,anguage and Cognitive
Processes, vol. 27, no. 10, pp. 1525-1549, 2012.

C. L. Kleinke, “Gaze and eye contact: a research reVi€sychological
bulletin, vol. 100, no. 1, p. 78, 1986.

M. L. Patterson, “A sequential functional model of nerval exchange.”
Psychological Review, vol. 89, no. 3, p. 231, 1982.

J. L. Fleiss, B. Levin, and M. C. Paik, “The measuremehinterrater
agreement,"Satistical methods for rates and proportions, vol. 2, pp.
212-236, 1981.

P. Ekman and E. L. Rosenbei@hat the face reveals: Basic and applied
studies of spontaneous expression using the Facial Action Coding
System (FACS). Oxford University Press, 1997.

A. M. Rahman, M. |. Tanveer, and M. Yeasin, “A spatio-teonal
probabilistic framework for dividing and predicting fatction units,”
in Affective Computing and Intelligent Interaction. Springer, 2011, pp.
598-607.

J. M. Saragih, S. Lucey, and J. F. Cohn, “Face alignménbugh
subspace constrained mean-shifts,Computer Vision, 2009 |EEE 12th
International Conference on. IEEE, 2009, pp. 1034-1041.

P. Viola and M. J. Jones, “Robust real-time face detectil nternational
journal of computer vision, vol. 57, no. 2, pp. 137-154, 2004.

R. LiKamWa, B. Priyantha, M. Philipose, L. Zhong, and Bahl,
“Energy characterization and optimization of image semsioward
continuous mobile vision,” inProceeding of the 11th annual
international conference on Mobile systems, applications, and services.
ACM, 2013, pp. 69-82.

M. Chau and M. Betke, “Real time eye tracking and blinkedtion
with usb cameras,” Boston University Computer Science Depnt,
Tech. Rep., 2005.



