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Abstract—Digital projection technology allows for effective
and entertaining spatial augmented reality applications. Lever-
aging the capabilities of reasonably accurate object tracking
using commodity cameras and/or depth sensors to determine the
3D position and pose of objects in real time, it is possible to
project dynamic graphical content on arbitrary surfaces, such as
a person’s face. Coupling these capabilities with a simple drawing
application, participants can have the experience of “painting” on
someone’s face, or even on their own, by observing the projection
in a mirror. Similarly, integrating 2D rigid-body, fluid and gravity
simulation, one may interact with virtual objects projected on
their own face or body.

Keywords—projection mapping; augmented reality.

I. INTRODUCTION

Fig. 1. A tattoo-like pattern projected on a face.

Drawing on a face, in the form of “make-up”, represents
an important element of entertainment. It offers playful, ludic
benefits, e.g., face painting to transform a child into an animal,
and even has cultural associations, for example with aboriginal
art used in ceremonies. Although such drawing has tradition-
ally relied on the physical application of paint, it is possible to
map digital textures to the face using a combination of video
projection and face tracking technologies. Significantly, this
approach need not be limited to the application of one-shot
face painting, i.e., projection of a static texture, but can be
used to project time-varying, dynamic contents on the face,
often producing compelling aesthetic results [1], [2]. These
examples, however, are designed for art performance. We are
unaware of other systems that consider the possibilities of

interaction with the projected face. This paper describes our
exploration of the potential of face projection technology for
interactive applications, illustrated by several examples we
developed for entertainment purposes.

II. LITERATURE REVIEW

Spatial augmented reality often involves real-time object
tracking and projection of “spatially aware” contents onto a
tabletop or wall surface [3]. Extending this approach as a
public installation, MobiSpray employs interactive components
for artistic effect, transforming a smartphone into a virtual
spray can to draw on building facades or monuments [4].
Similar effects have been achieved in accurately mapping video
contents onto a human body or face, using depth cameras or
motion capture systems for face tracking [1], [2]. Although the
motivation for projection onto the face is obvious given that
it is the most prominent part of the body, there are significant
technical challenges posed by latency, the uniqueness of each
individual, and the deformability of the human face. Using
the recent face-tracking algorithm of Cai et al. [5], which
accounts for such deformation, we developed an interactive
facial projection mapping system that allows for “painting” and
interacting with physical simulations, all projected on peoples’
faces.

In the remainder of this section, we review object tracking
methods, video projection systems, and artistic and entertain-
ment applications of these technologies.

A. Object Tracking

Object tracking for augmented reality systems typically
requires locating and tracking the objects of interest, and
overlaying contents on their physical surfaces by projection,
preferably in real-time. Common methods include depth cam-
eras and motion-capture systems.

Depth Camera: Using a projector-camera pair, one-shot
structured light [6] can obtain the depth image in real-time
and is thus able to update the 3D model. Commodity depth
cameras are based on the one-shot technique, with a projector
replaced by a laser emitter for robust geometry acquisition.
Nonetheless, the output is limited to a set of 3D points, which
does not directly provide the information of the objects in the
scene (e.g., the pose or label of an object). Such information
is often desired for systems that warp video contents using the
position and orientation of the target and accurately project on
its surface. When a depth camera is used, the target pose is
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only acquired by fitting a pre-modeled 3D mesh to the scanned
depth image using methods such as iterative closest point
and particle filtering. However, this method is computationally
expensive and ill-posed, requiring use of GPU acceleration to
be tractable [7]. To address the challenges for human tracking,
Cai et al. [5] developed a face-tracking algorithm that works
with a commodity depth camera, the Microsoft Kinect, and
takes account of individuality and deformation.

Marker Tracking: Color cameras are suitable for object
tracking in real-time applications, exploiting fiducials [3] or an
optical model of the object surface [8] to estimate the relative
pose between the projector and target. Although many systems
project contents on planar or quadratic surfaces using ho-
mography or quadratic parameterization to warp the contents,
these typically assume a fairly simple surface structure. To
achieve projection on more complex structures, motion capture
systems are often used. These employs IR or near-IR LEDs to
illuminate retro-reflective markers attached to the target. Using
multiple IR-sensitive cameras, the marker positions can then
be triangulated to obtain the 3D position information. Since
the target pose can be inferred from the marker positions,
projection on any target is possible when the target is a rigid
body and its surface geometry is known, for example, a face
[2]. Similarly, structured lighting can be integrated to a marker-
tracking system by affixing photosensors to the target and
locating the photosensors by decoding the received codewords
[9], [10].

B. Video Projection Systems

Video projection is popular for use in virtual reality immer-
sive display environments, because it is more easily scalable
than fixed-size liquid-crystal displays (LCDs). Moreover, it is
possible to combine multiple projectors with blending tech-
niques, and illuminate multiple surfaces simultaneously [11].
Gamma correction of overlapping projected regions and sur-
face color compensation can be achieved simultaneously, mak-
ing use of raw camera images of the projected output, captured
at different shutter speeds [12].

In augmented reality research, one of the earliest video
projection applications unconstrained by a tabletop is known
as an object-adaptive display, introduced by Raskar et al. [3].
With a handheld device consisting of a calibrated projector-
camera pair, the camera captures a fiducial, or piecode, similar
to a piechart segmented by different colors, in a physical
environment so that the label and pose of the fiducial can be
determined. Since the projector is calibrated to the camera, the
fiducial in the projector image plane is estimated, and video
texture can be projected on the physical surface. Lee et al. [9]
used a fixed projector, and photosensors affixed to an object to
reliably locate the object pose for video projection, described
as marker tracking in Section II-A.

Unlike most CAVE-like systems that treat the environment
as a screen on which the users focus, the IllumiRoom [13]
demonstrated projection around the periphery of a television
screen, i.e., the walls and furniture. In this way, the projection
is not intended to attract the users’ focus, but to achieve an
optical illusion or enhance the user experience. To acquire the
3D geometry surrounding the television, a Kinect is calibrated
to the projector by gray-coded structured lighting. The point

cloud captured by the Kinect is then warped to the projector
coordinates for video mapping.

C. Artistic and Entertainment Applications

As opposed to interactive virtual and augmented reality
systems, artists have also made extensive use of projection-
mapping techniques for art installations, often non-interactive.
A common example is that of projector mapping onto promi-
nent building facades such as the Sagrada Familia, Tokyo Sta-
tion, and the Sydney Opera House, to change the appearance
of their texture or shape.

MobiSpray [4], noted above, couples projection mapping
with user interaction, allowing users to optically paint build-
ing facades by projection controlled by smartphones. Facial
recognition [14] by a video camera combined with a Kinect
was used to track the performer’s face in order to support facial
projection mapping, with unrestricted motion, in Bell’s music
video “Chase No Face” [1]. This tracking approach relies only
on a 2D RGB stream, i.e., color images, and uses depth data
for mesh recovery but not for tracking. Since the face detection
is performed on a 2D image, the number of vertices it obtains
of the face mesh is limited (in this case, to 66), whereas the
method by Cai et al. using a Kinect point cloud and the iterative
closest point algorithm outputs a finer mesh (121 vertices) [5].
The more detailed mesh provided by the latter approach is
better suited to supporting complex textures, which can be
distorted when projected onto the face.

Facial projection mapping can be categorized into two
approaches: texture-mapping the entire face, or facial augmen-
tation of selected features. The former is intended to change
the appearance of the entire face, for example, overlaying
an animal face instead. This requires measurement of the
spectral reflectance of the face texture, and compensating for
the original texture in the projected image [15]. This is non-
trivial, since the projection target may move constantly. To
simplify the problem, white foundation makeup may be applied
to the face [16], [2], but this is infeasible for interactive systems
in exhibitions. Alternatively, face masks can be worn, but these
have the undesirable effect of hiding the face, which eliminates
its individuality.

Augmenting the face, in contrast, involves the addition
of projected local features over the original face texture. For
instance, a cheek color can be exaggerated, or a virtual tattoo
can be mapped. This approach is more feasible since the
projected texture can be perceived correctly without color
compensation.

III. IMPLEMENTING A FACIAL AUGMENTATION SYSTEM

In this section, we describe our initial efforts to develop
a facial augmentation approach by adding local features. The
system uses a depth camera to track the motion of an indi-
vidual, wearing goggles. Other participants use a digital tablet
to draw pictures that are streamed to the video renderer and
projected on the physical face by means of a calibrated short-
throw projector. Thus, the participants can see their drawings
appear on someone’s face in real time through projection
mapping, without requiring any extra devices. The individual
whose face is “drawn upon” can observe the projection through
a mirror.
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Fig. 2. Side view of the first prototype.

Fig. 3. Tablet interface. On the left half of the image, a participant with the
goggles is shown. On the right half, stickers are displayed along with pen
color selection buttons.

Before projection mapping, the hardware must be cali-
brated (Section III-A), and a 3D representation of the face, with
goggles, must be acquired, with the depth camera operated in
a color image acquisition mode. The data is segmented by
eliminating points that are more than 30 cm from the markers,
since these are guaranteed to be outside of the confines of the
face, and a 3D mesh is formed by Delaunay triangulation [17].
The depth camera is then operated in IR image acquisition
mode, thereby tracking the IR LED markers (Section III-B).
To compensate for the latency of the system, a prediction filter
estimates the position of the user’s face (Section III-C). Once
the marker coordinates are estimated, the pose of the face is
computed by least-squares fitting [18]. The 3D mesh with an
updated pose is rendered in the projector framebuffer, with
texture as specified by the drawing application (Section III-D).

A. Calibrating the Hardware

Our first prototype consists of a 1024×768 pixel resolution
short-throw projector, goggles with markers, a mirror, a Mi-
crosoft Kinect for Xbox 360 depth camera, a tablet device
and a PC connected to a WiFi network, as illustrated in
Figure 2. Four wide-viewing-angle IR LED markers are affixed

Fig. 4. A photo taken during the demonstration at International Collegiate
Virtual Reality Contest 2014.

to the goggles, allowing the participant’s face to be tracked
by the depth camera. Although the Kinect SDK provides a
face-tracking library, the use of goggles is also necessary to
protect the individual’s eyes from the bright projection light.
Otherwise, masking of the texture in the vicinity of the eyes
would be necessary.

As a preliminary step, the projector and depth camera are
calibrated to obtain the intrinsic and extrinsic camera param-
eters necessary to align the projection. Intrinsic calibration
of the projector is performed by ProCamCalib [19], using
a 1032 × 776 pixel resolution PointGrey Flea2 camera as a
reference to find the focal length and lens distortion coeffi-
cients of the projector. Next, the depth camera is calibrated
with the projector by gray-code structured lighting [6] to find
pixel correspondences. The relative pose between the projector
and camera is estimated by Levenberg-Marquardt fitting, using
the OpenCV camera calibration [20] API. Let Mi denote a
3D point output by the depth camera. The reprojected 2D
coordinate mi of the point Mi on the projector image plane
is

mi = K E Mi (1)

where the intrinsic matrix K is known, and the extrinsic matrix
has six unknowns for rotation and translation. The reprojection
error is

‖mi −mi
′‖2 = ‖K E Mi −mi

′‖2 (2)

where mi
′ is the projector pixel that has the same codeword

as a depth camera pixel that corresponds to Mi. Given a set
of points, the fitting problem is to minimize the summation∑

i

‖K E Mi −mi
′‖2. (3)

B. Depth Camera Marker Tracking

Marker tracking is often achieved by using two or more
calibrated cameras, for example, a motion capture system;
however, it requires multiple cameras and calibration, which



(a) Leap Motion hand tracking. (b) A red sphere rendered close to
the fingertip.

(c) Rigid-body simulation. (d) Fluid simulation for virtual
tears and blood.

Fig. 5. Photos of the improved face projection system. In Figure 5a and 5b, finger tracking methods are integrated to possibly assist drawing on the own face.
In Figure 5c and 5d, 2D physics engines are applied to render virtual objects.

may not be feasible for demonstrations. Instead of a stereo
camera setup, we use a depth camera to track a rigid-body
object, combining IR and depth images. Since the LED
markers of the object appear as blobs in an IR intensity
image of the depth camera, these markers can be extracted
by the OpenCV blob tracker, which not only returns the 2D
blob coordinates (x, y) but also labels the blobs based on
the previous coordinates. 2D coordinates of the LEDs can be
located in the IR image since the LED emission intensity is
greater than IR patterns projected by the depth camera; on
the other hand, the depth values around the LEDs cannot
be measured. To locate the 3D positions of the LED from
the depth image, the depth values of surrounding pixels are
averaged, assuming the region surrounding an LED is planar.
Our implementation samples the four corners of the bounding
box of the blob, and the average depth value is assigned as a
the marker depth. Finally, the 2D coordinates and depth values
are converted to 3D world coordinates using the focal length
of the depth camera. These 3D coordinates are smoothed by
Kalman filtering. Then, the pose of the rigid-body object,
i.e., the rotation matrix and translation vector, compared to
the initial pose is estimated by least-squares fitting [18] so
that the face mesh can be transformed to the current position
and orientation. The rotation matrix and translation vector are
smoothed by the Kalman filter, and their velocities are used
for a prediction filter as explained in the following section.

C. Prediction Filter

Various sources contribute to the overall system latency.
These include the Kinect sensor framerate (33 ms at 30 Hz),
the OpenGL refresh rate (17 ms at 60 Hz), the minimum
projector latency (also 17 ms at 60 Hz), processing delay,
communication time, USB overhead, and operating system
scheduling. We used a 4-wheel robot with LED markers to
measure the latency. The robot drove at constant velocity,
and the marker tracking method in Section III-B was used to
project a line between two markers, aligned perpendicular to
the direction of motion. By measuring the distance between
the physical markers and the projected line, latency was
determined to be approximately 150 ms.

Fortunately, knowledge of the target object velocity and

the system latency can be used to estimate the actual target
position using the same prediction step of the Kalman filter,
thereby compensating for this latency.

The position estimate is obtained by naively assuming a
constant velocity

pk+∆t = pk + vk ∆t, (4)

and the prediction filter is applied to the Euler angles as well

Θk+∆t = Θk + Ωk ∆t, (5)

where Θ and Ω are vectors of Euler angles and angular
velocities, respectively.

For periods of movement at constant velocity, experimental
measurements indicated an impressive reduction in the average
projected error from 42 pixels to 8 pixels, measured in the
direction of user motion.

D. User Interaction

Participants wear the goggles containing IR LEDs. A small
transparent region in front of the eyes allows the participants to
view themselves in a mirror. A static picture of the participant
with the goggles is captured by the depth camera during the
3D scanning (Figure 3) and displayed on a tablet interface.
Using the tablet, other individuals can virtually draw on the
participant’s face, choosing either static or dynamic pen colors.
Additional predefined graphical stickers, such as filled circles
and manga-style eyes, can be added to the drawing.

The coordinates of the pen and stickers are sent to a Node.js
server running on a main PC through a Websocket. Then, the
Node.js server proxies the data by Open Sound Control (OSC)
messages [21] to the renderer, which reproduces the drawing
on the tablet.

IV. ENHANCEMENTS FOR EFFECTIVE INTERACTIVE
ENTERTAINMENT

The system was tested by over 100 attendees at an in-
ternational virtual reality venue (Figure 4), from which our
observations of user behavior led to the formulation of various
improvements.



Fig. 6. Specular reflection shading. Highlights can be seen on the cheek and jaw, and move across the face according to the head orientation.

Fig. 7. Metal reflection shading. Similar to the specular reflection example, surface areas whose normals are parallel to the incident direction of light, i.e., similar
to the optical axis of the camera that captured the photos above, are highlighted.

Fig. 8. Parallax rendering. The projected lines are visible through a mirror, and can be interpreted as parallel line segments extending from the face.

First, drawing on the tablet device can be replaced by aerial
gestures or tracing on the face by a physical brush. For this
purpose, the enhanced system makes use of a hand-tracking
sensor, the Leap Motion device. This frees the participants
from having to focus their visual attention on the tablet
interface, allowing them to see changes in the projection itself,
instantly, while drawing. In addition, the individuals whose
faces are augmented can also benefit from this capability,
viewing themselves in the mirror while drawing (Fig. 5a).
Doing so with the tablet interface was challenging at best.

The coordinates of the user’s index fingertip are extracted
and linearly mapped to the texture coordinate (0 ≤ x < 1024,
0 ≤ y < 768) of the face projection. To give feedback to
the user, a cross-hair cursor is rendered at the corresponding
current position on the texture. Although the finger path is
continuously connected by a single line, we vary its alpha
according to the velocity of the hand. Rapid hand motions, for
example, while the user is searching for the cursor, result in a
mostly transparent line, whereas slow drawing gestures result

in more opaque lines.

Second, the requirement to wear goggles, which hide the
user’s eyes, was seen as a significant shortcoming. Fortunately,
if the face is not occluded, e.g., by an accessory such as
goggles, effective face tracking is possible directly by the
Kinect for Windows SDK [5], without requiring the use of
any optical markers. The face-tracking SDK generates a 3D
face mesh, whose vertices are sent to our rendering applica-
tion through Open Sound Control (OSC) messages [21]. The
renderer then maps a texture on the mesh (Figure 9), setting the
OpenGL projection matrix and modelview matrix according to
the projector intrinsics and extrinsics, respectively. Finally, the
rendered result is projected on the physical face.

Third, 2D physics engines are integrated so that the in-
dividual can interact with virtual objects on the face. One
example uses a 2D physics engine [22], and a circle rigid-body
polygon is generated every two frames around the forehead
(Figure 5c). On the edge of the jaw, a virtual edge is defined



Fig. 9. An example of a texture-mapped mesh with overlaid wireframe.

which bounces polygons. The physics is simulated on a 2D
plane that is mapped to the face mesh. Although the 2D plane
is independent of the world coordinate system of the depth
camera, the gravitational force of the physics engine is rotated
in real time to correspond to the world. That is to say, when
a head is rotated θ degrees about z axis, which is the axis the
nose is pointing, the gravity is rotated −θ degrees. Thus, the
participant can tilt the head to drop the polygons from the jaw.
Note that two black circles are overlaid on the eye positions
of the final texture to avoid projection on eyes.

Another example, a GPU-based 2D fluid simulator [23] is
integrated. In Figure 5d, blue and red fluid is generated on the
eyes and forehead to map virtual tears and blood, respectively.
As in the previous example, the gravitational force is mapped
to the world coordinate system. In this example, a virtual
obstacle is defined on the nose instead of the jaw, so that fluid
can branch at the nose.

Fourth, a primitive example of parallax rendering is tested,
by defining a virtual line segment from the face vertices
towards the facing direction. As shown in Figure 8, the lines,
which are projected on the face, rotate to follow the head.
From a viewpoint close to the projector, the lines can be
seen with a parallax effect. By suitable placement of a mirror,
the participant can also enjoy the effect, and can control
the orientation of the line by rotating their head. Through
an optical illusion, the lines can be thought as virtual line
segments fixed to the face, and with appropriate curvature, a
virtual “hairy face” can be simulated.

Fifth, relighting is demonstrated using Unity3D built-in
shaders. Since the face geometry is known, a virtual light
source and virtual face material can be defined to simulate the
reflection. In one example, the projected face texture simulates
specular reflection highlights on the cheek and jaw (Figures 6
and 7). This is achieved by placing a virtual, directional light
source close to the sensor. Another example shows metallic
reflection by physically based shading.

Finally, a simple fingertip detection algorithm is imple-
mented. The algorithm is a simplified version of the method

Tablet DeviceLeap Motion

Pen Coordinate
(OSC Message)

ProjectionDepth Sensing

RGB/Depth Stream

Head
Pose

Renderer

Projector

Participant Face

Kinect

Kinect SDK

PC

Fig. 10. A flowchart of the system.

by Harrison et al. [24]. First, the skeletal joint of the head
tracked by the Kinect for Windows SDK is projected on a
depth map, and a 200× 200 pixel region of interest surrounds
the projected position (Figure 11a). A Sobel map is calculated
along the x-axis (Figure 11b), as appropriate to identify a
vertically oriented finger. Next, the algorithm searches along
the x-axis for a convex structure of sufficient size, identified
as an array of 30 pixels that transition from negative to zero to
positive values. If such a convex structure continues along the
y-axis, i.e., corresponding to the edges of the finger, the pixels
found are labeled as a finger, and the top of the continuous
structure is extracted as a fingertip (Figure 11c). In Figure 5b,
a detected fingertip is rendered as a red sphere, and projected
on the face.

Although such fingertip detection enables a natural inter-
face for facial augmentation, the detection accuracy is limited
by the depth resolution of the depth camera. Using commodity
hardware, the difference between fingers and the face surface
is often not detected. In such cases, both “touch detection” as
well as finger detection itself, are not sufficiently robust for
this approach to projected face drawing. Furthermore, given
the convex structure of the nose, it is sometimes incorrectly
detected as a fingertip. More problematically, fingers placed
on the face can disrupt the face-tracking algorithm. With the
current setup, it is therefore helpful to ensure that the head is
stable during interactions when the face is partially occluded.

A flowchart of the tracking, projection and user interaction
is shown in Figure 10.

More recently, the proposed system was presented at Laval
Virtual 2015, a public exhibition of virtual reality and aug-
mented reality technologies (Figure 12). Among the effects
proposed above, fluid simulation was combined with Leap
Motion hand tracking to support the ability to draw virtually
on one’s own face. This setup proved successful in that
most participants were able to recognize the correspondence
between their finger motion and the fluid simulation on the
face.



(a) A depth map of a face and a hand. (b) A Sobel map. (c) A detected fingertip.

Fig. 11. Fingertip detection.

Fig. 12. SharedFace during a demonstration at Laval Virtual 2015.

V. CONCLUSIONS

We presented an interactive projection system that maps
drawing and virtual objects on an individual’s face. Given user
feedback on the first prototype of facial projection mapping
with markers, we designed a markerless face projection system.
With the second prototype, participants do not need to wear
devices in order to experience the system. The initial system
required use of a pen display device for drawing on a face.
We then integrated a hand-tracking sensor to improve the
interaction experience for the individuals whose faces are
“drawn upon”, allowing them to draw on their own faces
while viewing the results in a mirror. For this purpose, we
implemented a simple fingertip-detection algorithm; however,
the limitations of commodity depth sensors and our simplified
assumptions of finger geometry limit the robustness of this
approach.

To illustrate other application examples, we employed 2D
physics engines for rigid-body and fluid simulation. These
allow the individuals to tilt their heads to control virtual objects
on the face. We also implemented re-lighting shaders to sim-
ulate virtual skin materials such that facial highlights change
according to head position and orientation. Finally, we de-

scribed a primitive parallax rendering example to demonstrate
the possibility of integrating 3D rendering. More sophisticated
augmented reality applications can be built with 3D bullet
physics simulation exploiting a face 3D geometry to interact
with virtual objects as well as face re-lighting and parallax
effects from the previous examples.

Although we explored several animation effects for the
SharedFace system, we have not yet studied human perception
and reaction to such effects. For entertainment purposes, the
system can be extended to support multiple participants, for
example, allowing two individuals, facing one another or
sharing a mirror, to draw on each other’s face simultaneously.
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