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Abstract—Wideband radio receivers provide the flexibility
desired in many communications applications and are the key el-
ement in cognitive radios and software-defined radios in general.
However, multi-channel reception scenarios tend to have high
dynamic range which set hard-to-reach requirements for receiver
linearity. This paper proposes a calibration-based digital post-
inverse model for wideband receiver linearization and compares
it with adaptive interference cancellation. Their advantages and
disadvantages are highlighted together with numerical perfor-
mance results in challenging non-contiguous spectrum access
scenario. Both methods are waveform-independent, which make
them applicable to many systems, but they have different trade-
offs when linearization accuracy, computational complexity and
real-time capability are compared. Therefore selecting the best
method is highly system-specific matter.

Index Terms—Interference cancellation, inverse modeling, non-
linear distortion, spectrum access, spectrum sensing

I. INTRODUCTION

Wideband radio receivers and especially the ones employing

direct-conversion architecture have gained more and more

attention during the last decade. This is due to their flexibility,

cost efficiency, and integrability [1], [2]. Wideband receivers

are attractive in many emerging software-defined radio and

cognitive radio applications as well as in traditional cellular

communications networks. However, wideband multi-channel

reception scenarios set stringent receiver linearity requirements

and these cannot be always met even with state-of-the-art

receiver hardware [3], [4].

In practice, the linearity problems have been encountered,

e.g., in field measurements with mobile spectrum sensing

devices [5], [6]. Due to the limited dynamic range of the

receiver, significant amount of nonlinear distortion is caused to

vacant channels or on top of weak signals, if there are strong

neighboring signals present at the same time. This deteriorates
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spectrum sensing reliability in case of energy detection as well

as when more advanced techniques, such as feature detectors,

are utilized.

In some systems, the spectrum sensing problems can be

avoided using a centralized database for providing information

about vacant channels [7], [8]. However, spectrum access itself

may be challenging due to the receiver nonlinearities. Espe-

cially non-contiguous spectrum access is challenging because

there might be strong blocking signals between the desired

channels causing nonlinear distortion [3], [4].

In mobile cellular radio systems, limited linearity of mobile

devices is evident from their restrictions in size and cost.

However, receiver nonlinearity challenges exist also in uplink

communications. It is desired that wideband multi-standard

base-stations are able to concurrently receive weak and strong

signals with a single receiver chain. In addition, there might be

strong blocking signals from co-located or nearby transmitters.

For example, GSM, UMTS, and LTE specifications define

blocker test scenarios which require at least 70 dB spurious-

free dynamic range [9]–[11]. In reality, worst case scenarios

can be even more challenging.

As shown by the aforementioned use cases, the nonlin-

earities of wideband receivers are crucial to be considered

in order to create practical, more flexible and commercially

attractive communications systems, especially when cognitive

radio paradigm is exploited. The most prominent approach

to tackle the nonlinearity problem is the use of digital post-

processing. With behavioral modeling, versatile algorithms can

be developed, which are applicable to many different kinds of

systems. As one promising approach for receiver linearization,

this paper proposes calibration-based post-inverse method.

The principle itself is well known in the current literature

[12]–[14], but a practical structure for receiver nonlinearity

inverse model is an important aspect of this paper. Essential

contribution is also comparison with another potential method

called adaptive interference cancellation (AIC) [6], [15]–[17].

This is important since the methods have much in common, but

have also some fundamental differences which may prevent or

make possible their usage on certain applications.

The remainder of the paper is organized as follows. Sec-
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Fig. 1. Conceptual direct-conversion receiver block diagram highlighting
the components which are considered as sources of nonlinearity and I/Q
imbalance in this paper.

tion II presents mathematical modeling of receiver nonlineari-

ties and discusses their effect on spectrum sensing and access.

Section III introduces two nonlinearity compensation methods,

namely AIC and calibration-based post-inverse. Performance

simulation results and compensation method comparison are

given in Section IV. Finally, the paper is concluded in Sec-

tion V.

II. RECEIVER NONLINEARITY CHALLENGES IN

SPECTRUM SENSING AND ACCESS

This paper considers wideband direct-conversion receiver

due to its integrability, cost-effectiveness, and general pop-

ularity. Fig. 1 illustrates a conceptual block diagram of a

direct-conversion receiver. Components which are essential

sources of nonlinearity and/or I/Q imbalance are highlighted.

RF, mixing, and baseband (BB) stages are cascaded in reality

and therefore proper nonlinearity modeling requires taking into

account their joint effect.

The nonlinearity modeling discussed in this section follows

the concept described in [15]. Starting point is the received

bandpass signal at the input of the low-noise amplifier (LNA),

which has not been distorted by the receiver yet. Its BB

equivalent version is

x(t) = A(t)ejφ(t), (1)

which consist of the envelope A(t) and phase φ(t). Please

notice that in this paper x(t) represents the overall received

signal which may consist of several individual waveforms at

different complex intermediate frequencies (IFs).

The RF distortion caused by the LNA is modeled here with a

third-order polynomial. The essential part of the RF distortion

can be modeled as

y(t) = a1x(t) + 3a2A
2(t)x(t), (2)

where a1 and a2 are complex coefficients describing the non-

ideal LNA behavior and y(t) is the BB equivalent LNA output.

This models the intermodulation distortion (IMD) around

the original carrier. Third-order RF nonlinearity also causes

harmonics, but those are typically far away from the original

carrier and since straightforward to filter out.

In I/Q down-conversion stage, the mixer causes some I/Q

imbalance. It is classically modeled as follows:

ỹ(t) = k1y(t) + k2y
∗(t), (3)

TABLE I
ALL THE TERMS GENERATED BY THE CASCADED NONLINEARITY MODEL

Terms
Conjugate

Terms
Interpretation

x(t) x∗(t) Original undistorted signal

A2(t)x(t) A2(t)x∗(t) 3rd-order IMD

[x∗(t)]3 x3(t) 3rd-order harmonics

A4(t)x(t) A4(t)x∗(t) 5th-order IMD

A2(t)[x∗(t)]3 A2(t)x3(t) IMD of 3rd-order harmonics (5th order)

A6(t)x(t) A6(t)x∗(t) 7th-order IMD

A4(t)[x∗(t)]3 A4(t)x3(t) IMD of 3rd-order harmonics (7th order)

A8(t)x(t) A8(t)x∗(t) 9th-order IMD

A6(t)[x∗(t)]3 A6(t)x3(t) IMD of 3rd-order harmonics (9th order)

where k1 =
(

1 + gme
−jφm

)

/2 and k2 =
(

1− gme
jφm

)

/2,

which are based on gain mismatch gm and phase mismatch

φm (in rad). Perfect I/Q balance would be achieved with

gm = 1 and φm = 0. The mixer I/Q imbalance brings on mirror

images of both the original signal x(t) and its RF distortion.

After the mixer, the following analog stages are separate

for the I and Q branches of the signal. This may cause some

additional I/Q imbalance. In addition, the mixer and BB stages

cause nonlinear distortion. Their effects are considered here

together with a single model. Signal ỹ(t) after the third-

order BB nonlinearity is denoted with yBB(t) = B(t)ejθ(t) =
yI,BB(t) + jyQ,BB(t) and can be defined as

yI,BB(t) = a3IỹI(t) + a4Iỹ
3
I (t), (4a)

yQ,BB(t) = a3QỹQ(t) + a4Qỹ
3
Q(t), (4b)

where real coefficients a3I, a3Q, a4I, and a4Q describe the

nonlinear behavior independently for I and Q branches. This

leads to the overall cascaded nonlinearity model comprising

third-order RF and BB nonlinearities as well as the essential

I/Q imbalance behavior.

The signal after all aforementioned cascaded impairments,

yBB(t), can also be written using the undistorted signal x(t).
The equation consist of 18 different terms and for the sake

of presentation clarity, the terms are tabulated in Table I. The

first column lists the terms generated by the cascaded third-

order RF and BB nonlinearities without any I/Q imbalance.

The second column contains the terms generated if either

mixer or BB I/Q imbalance or both occur. All the terms have

a different weighting factor, which is a combination of a1,

a2, a3I, a3Q, a4I, a4Q, k1, and k2. However, these weighting

factors are omitted from Table I in order to keep it concise.

Further details can be found from [15]. Typically, many of

these 18 terms are buried under the noise floor and do not

have to be considered in practice. However, it is easy to

conceptually interpret the meanings of all the terms. They

can be divided in two categories: IMD around the original

IF and harmonics/IMD around triple the original IF (third-

order harmonics zone). The exponent of the envelope A(t) is

proportional to the bandwidth of the distortion.
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Fig. 2. Block diagram illustrating the principle of AIC method for receiver linearization. Conceptual spectra illustrate the processing flow for one weak
signal and one strong blocking signal.

TABLE II
TERMS USED IN AIC FOR NONLINEARITY MODELING

Terms Interpretation

x̂∗(n) Mirror image of the undistorted signal

A2(n)x̂(n) 3rd-order IMD

A2(n)x̂∗(n) Mirror image of 3rd-order IMD

[x̂∗(n)]3 3rd-order harmonics

x̂3(n) Mirror image of 3rd-order harmonics

The power of the distortion caused by receiver nonlinearities

is proportional to the power of the signal. Therefore strong

signals may cause significant amount of distortion to neigh-

boring channels which can interfere with spectrum sensing.

The interference impact is two-fold. On the one hand, the

distortion may cause false alarms in energy detectors and also

in cyclostationary feature detectors, if the distortion possess

similar features as the original signal [6]. On the other hand,

the distortion may mask weak signals so that feature detectors

are not able to discover them, i.e., missed detections are

caused.

Receiver nonlinearities may cause problems even if the

spectrum sensing is not necessary. Vacant channels might be

known, e.g., due to a priori information from a centralized

database. However, spectrum access is challenging due to the

receiver nonlinearities, if strong adjacent-channel signals are

concurrently present. This is especially true in case of non-

contiguous spectrum access, if the strong blocking signals

are located between the exploited non-contiguous spectrum

chunks.

III. COMPENSATION OF RECEIVER NONLINEARITIES

This section gives descriptions of two feasible methods for

receiver linearization. First method adaptively finds a receiver

nonlinearity model for cancelling nonlinear distortion, where

as second method uses calibration signal to find post-inverse

model for receiver nonlinearities.

A. Adaptive Interference Cancellation

AIC principle is described in [15] as it is also employed in

this paper. The basic idea is illustrated with a block diagram

in Fig. 2. A digitized signal is split into main branch and

reference branch. The latter one contains only the blockers

whereas the main branch all the other received signal content

except the blockers. The nonlinear distortion generated by the

received front-end is re-generated in the reference branch by

applying in parallel different polynomial terms to the blockers.

In order to avoid over-complicated system, only the essential

terms are used from the overall model described in Section II.

The selected nonlinearity terms for the AIC are listed in

Table II. Notation x̂(t) refers to the estimate of x(t) which

is obtained with the bandpass filter shown in Fig. 2. The

re-generated nonlinear distortion is then subtracted from the

main branch thus compensating the nonlinear distortion in the

received signal. Proper adaptive weights (or filters in case

of nonlinearities with memory) can be found by using, e.g.,

the classical least-mean square (LMS) algorithm. If blocker

signals are also desired to be received, they can be added back

to the main branch signal after the processing as suggested by

the dashed line in Fig. 2.

B. Calibration-Based Post-Inverse

In general, the effect of polynomial nonlinearity can be

compensated with a post-inverse model. However, finding an

exact inverse can be challenging and typically even simple

polynomials have inverses of infinite order [13], [14]. For

compensating receiver nonlinearities, this paper proposes using

a post-inverse having terms listed in Table III. These terms

are based on receiver modeling described in Section II. Only

the most essential terms are selected to limit the complexity.

Compared to the AIC terms in Table II, inverse modeling

requires also the linear signal term and higher order IMD

term. The principle of the proposed post-inverse processing

is shown in Fig. 3. During the normal receiver operation, the

received distorted signal after ADC is fed to the post-inverse

nonlinearity model which then outputs the less distorted signal.

The weights (or filters in case of nonlinearities with memory)
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TABLE III
TERMS USED IN INVERSE NONLINEARITY MODELING

Terms Interpretation

yBB(n) Distorted signal

y∗BB(n) Mirror image of distorted signal

B2(n)yBB(n) 3rd-order IMD

B2(n)y∗BB(n) Mirror image of 3rd-order IMD

[y∗BB(n)]
3 3rd-order harmonics

y3BB(n) Mirror image of 3rd-order harmonics

B4(n)yBB(n) 5th-order IMD

of the post-inverse nonlinearity model are adapted using a

calibration signal. This can be done during the idle periods in

the reception. Using the transmitter, the calibration signal is

fed to the receiver front-end. Due to the known calibration sig-

nal, the weights/filters of the post-inverse nonlinearity model

can be found using, e.g., the LMS algorithm. In principle,

the calibration signal can be any wideband signal that the

transmitter can properly generate and the digital version of

it is known by the receiver.

IV. SIMULATION RESULTS FOR COMPENSATION METHOD

COMPARISON

Simulations examples in this section focus on a wideband

OFDM mobile receiver capable of non-contiguous spectrum

access. All essential simulation parameters are given in Ta-

ble IV. A two-tone calibration signal with -27 dBm average

power at the receiver input is used by the inverse method in

all the simulations presented here.

First example considers two 10-MHz wide blocker signals

at down-converted center frequencies of 10 MHz and 30 MHz,

average received signal power being -33 dBm. Spectrum illus-

tration is given in Fig. 4. The mirror images of the blockers can

be seen at -10 MHz and -30 MHz. The IMD of the blockers

is widely spread around the spectrum. It consists of spreading

around the center frequencies of the blockers and also IMD

caused by interaction between the blockers. The latter IMD

can be partially seen as a spreading around -10 MHz. In the

simulations, the weights for the nonlinearity models in both

TABLE IV
SIMULATION PARAMETERS

Parameter Value

LNA gain 15 dB

LNA IIP3 -10 dBm

Mixer IRR 30 dB

Baseband gain 35 dB

Baseband IIP3 5 dBm

Sampling rate 80 MHz

Quantization 12 bits

Channel bandwidth 10 MHz

OFDM subcarrier spacing 15 kHz

Number of active subcarriers 600

Subcarrier modulation 16-QAM

Guard interval 1/4

compensation methods are found with block least-squares in

order to make the results as well comparable as possible. Fig. 4

illustrates also how well the compensation methods are able

to remove the distortion. The post-inverse method performs

slightly better due to the usage of calibration signal. AIC

reference signal suffers from inband distortion of the blockers,

because the reference is extracted from the received distorted

signal. In addition, reference signal extraction causes degraded

compensation performance at blocker band edges due to the

bandpass filter transition bands.

Second example has two weak signals at center frequencies

-20 MHz and 0 MHz in addition to the blockers of the previous

example. This scenario is shown in Fig. 5. It is evident from

the spectrum that reception of the weak signals is impossible

due to the vast amount of nonlinear distortion. However, both

compensation methods are performing well enough so that the

weak signals are clearly observable from the spectrum.

In order to provide wider view on the performance of the

compensation methods, distortion rejection ratio (DRR) is used

as a figure of merit. It is defined as

DRR =
S +N

D
, (5)

where S, N , and D are signal, noise, and distortion powers,

respectively. Fig. 6 presents wideband DRR as a function

of receiver signal power. Wideband DRR means that the

values are calculated for the whole 80-MHz reception band

excluding blocker signal bands. Received signal power is

stated as average power of the whole received waveform in

the LNA input. Weak signals are always having the same

-80 dBm average power per channel, but the power of the

blockers is varied. It is also interesting look at DRR of a

specific signal band. These narrowband DRR values are given

in Fig. 7 for the weak signal bands. When blocker power

increases, the uncompensated narrowband DRR decreases and

eventually there is more distortion power than useful signal

power. The calibration-based post-inverse method is able to
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Fig. 4. Spectral illustration of nonlinearity compensation performance with
two blocker signals having down-converted center frequencies 10 MHz and
30 MHz, average received signal power being -33 dBm.
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Fig. 5. Spectral illustration of nonlinearity compensation performance with
two weak signals having down-converted center frequencies -20 MHz and
0 MHz concurrently with two blocker signals (at 10 MHz and 30 MHz),
average received signal power being -33 dBm.

provide similar DRR values for both weak signals where as

AIC gives slightly lower DRR for the weak signal around

0 MHz. This is because AIC uses bandpass filter to pick

the blockers and the compensation is not perfect in the filter

transition band where the weak signal is partially located.

In the provided examples, both compensation methods are

performing well. However, these methods have some fun-

damental differences which indicates that it is application

specific issue which one is more suitable. AIC is able to

adapt its model coefficients continuously during the normal

receiver operation and is therefore able to quickly follow

the changes in nonlinearities, which may happen due to the

variations in environmental conditions such as in temperature.

On the other hand, AIC extracts a reference signal from the

received distorted signal, which decreases the accuracy of
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Fig. 6. Wideband distortion rejection ratio as a function of received
signal power. The whole reception band excluding blockers are considered
in wideband DRR.

−70 −60 −50 −40 −30 −20
−40

−30

−20

−10

0

10

20

30

Received Signal Power (dBm)

N
a
rr

o
w

b
a
n
d
 D

R
R

 (
d
B

)

 

 

@0MHz, Uncompensated

@−20MHz, Uncompensated

@0MHz, AIC

@−20MHz, AIC

@0MHz, Inverse

@−20MHz, Inverse

Fig. 7. Narrowband distortion rejection ratio as a function of received signal
power. Narrowband DRR considers only a specific weak signal band.

the interference cancellation. The post-inverse method uses

calibration signal which guarantees more accurate nonlinearity

modeling. However, the calibration cannot be done during the

normal receiver operation. Other difference is that the post-

inverse method removes distortion from the whole reception

band whereas AIC is able to only cancel distortion outside the

blocker bands. This may be a problem only if also the blocker

signals are desired to be demodulated by the receiver. From

the complexity point of view, the post-inverse method is more

simple since it does not use the bandpass and bandstop filters

required in AIC. Furthermore, the post-inverse method does

not require the knowledge about blocker band locations and

bandwidths.

It is worth noticing that the coefficients in the calibration-

based post-inverse model are independent of the received sig-

nal power, at least up to the calibration signal power. However,



they depend on the receiver front-end nonlinearities and gains.

Therefore the calibrated post-inverse model coefficients are di-

rectly valid only for certain receiver front-end configuration. If,

e.g., amplifier gains are adjusted, also the optimal post-inverse

model coefficients may change. One option is to calibrate

different set of inverse-model coefficients for different receiver

front-end configurations. Other option is to calibrate only once,

but weight the inverse-model coefficients properly according

to the gain adjustments. In both options, some knowledge

about the receiver front-end configuration is required. This is

a reasonable requirement because, e.g., the receiver gains are

typically digitally controlled and therefore information about

gain changes is available for the compensation method.

V. CONCLUSION

This paper discussed and developed digital post-processing

methods for linearizing wideband radio receivers in order

to enhance wideband non-contiguous spectrum sensing and

access. Two methods, adaptive interference cancellation and

calibration-based post-inverse, were compared with computer

simulations in challenging non-contiguous spectrum access

scenario with strong blocking signals. The post-inverse method

is able to provide better linearization performance, but is

only suitable for applications where calibration periods are

allowed. Adaptive interference cancellation method is able

to work without calibration, but is computationally more

complex. However, both methods are waveform-independent

and therefore applicable to wide variety of systems.
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