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Abstract—The requirement for secondary spectrum usage is
the control of secondary generated interference to the primary
system. The generated interference from different types of
secondary networks can be controlled by adjusting different
parameters. The carrier sensing threshold can be used as a com-
mon parameter to control the density of active secondary users
in wireless networks with contention control thereby enabling
primary system protection. In this paper, we propose a method to
set the carrier sensing threshold in secondary wireless networks
with finite user density and finite deployment area. Based on
the secondary user density, we first find the required distance
separation among secondary transmitters so that the primary
system service is protected. Given the distance separation, we set
the carrier sensing threshold by computing the self-interference
at a secondary user. Our method is illustrated for Matern type II
and Matern type III point processes for modelling the locations of
active secondary users due to the resemblance of these processes
to CSMA/CA type of contention control.

I. I NTRODUCTION

A secondary spectrum using system is allowed to access
the primary spectrum under the requirement that the quality
of the primary system service remains satisfactory. The quality
of the primary service can be maintained if the generated
secondary interference is controlled under specific protection
limits. Recently, the geo-location database has been proposed
as a method to coordinate secondary spectrum access [1].
Based on the protection criteria of the primary system, the
geo-location database can control some operational parameters
of secondary system, enabling interference control.

Cellular and WiFi systems have been proposed as main
candidates for secondary spectrum access [2]. Their gener-
ated interference to the primary system can be controlled
by adjusting different parameters. For a cellular system, the
reuse distance can be adjusted to control the number of
simultaneous secondary transmissions. For WiFi systems with
random access, adjusting the activity factor could be a way
to manage the generated interference. For fixed and known
locations as in cellular downlink and for Aloha random access,
there are widely accepted approximations for the distribution
of aggregate interference in slow fading, see for instance [3],
[4].

Without contention control, nodes close to each other can
transmit simultaneously. This behaviour may be undesirable
because the interference generated between nearby nodes
may degrade the transmission capacity in a wireless network.
Capacity enhancement can be achieved by inhibiting nearby

transmissions [5]. This is accomplished by controlling the
minimum distance separation among active nodes.

The density of secondary transmitters is a key factor to
determining the interference generated to the primary system.
As a result, secondary contention control can also be used as
a method to control the generated secondary interference [6].
The quality of the primary system service can be maintained
through proper selection of the minimum separation distance
among the secondary transmitters.

The set of active nodes in networks with contention con-
trol is conventionally modelled by a Matern hard-core point
process (MPP) [7]–[10]. A MPP is obtained by thinning a
Poisson point process (PPP). There are different types of MPPs
distinguished based on the rule that governs the selection of
effective points i.e. the points that survive the thinning of the
PPP. The probability that a point of the PPP is retained and
becomes effective is highest for MPP type III and lowest for
MPP type I [11]. While the retaining probability in MPP type
I and MPP type II is available in closed-form, no results exist
so far for the retaining probability in MPP type III [9].

The hardcore distance (HCD) of a MPP essentially models
the carrier sensing (CS) range. In practical networks, the CS
range is controlled by tuning the CS threshold. In the existing
literature, one can find algorithms for setting the CS threshold
within a single network, see for instance [12] for a method to
tune the CS threshold in order to achieve a balance between
spatial reuse and datarate. Implementing interference control in
a primary-secondary system setup by tuning the CS threshold
has not received much attention in the existing literature.In [6]
the impact of CS range on the interference generated to the
primary system is identified. However, there is no proposed
algorithm neither for setting the CS range so that the primary
system is safely protected nor for mapping the CS range to a
CS threshold.

In this paper, we propose a method in order to set the CS
threshold in a cognitive radio network with finite user density,
finite deployment area and contention control. The MPP type II
and MPP type III are used to model the locations of secondary
transmitters due to their resemblance to CSMA/CA type of
contention control in wireless networks. In order to protect
the TV system, we identify an upper bound for the density
of secondary transmitters by setting appropriately the HCD.
Given the HCD, the CS threshold is presented as a common
parameter to control the activity of the secondary network.The
proposed method has low complexity and makes it possible to
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Fig. 1. System model. A WiFi network operating co-channel toa TV transmitter and deployed in finite area outside of the TV protection area. A snapshot
of the point process induced by (a) PPP, (b) MPP type II and (c)MPP type III, with PPP densityλp=100 users/km2 and Matern hardcore distanceδ=300m.

compute the CS threshold in real-time. As a result, the method
can be utilized in geo-location assisted secondary spectrum
access even in cases there are frequent changes in secondary
user density.

II. SYSTEM MODEL

We consider a TV transmitter located in the center of a
circular TV service area and a WiFi network deployed outside
of the TV protection area, see Fig. 1. Protection areas in
secondary spectrum sharing have been suggested by Federal
Communication Committee (FCC) [13]. The WiFi network
operates co-channel to the TV transmitter. For satisfactory TV
reception a target SINR,γt, must be maintained with specific
outage probabilityOt due to slow fading [14].

Ot ≥ Pr(γ ≤ γt) (1)

whereγ is the SINR at the TV receiverγ = MTV

ISU+PN
, MTV

is the received TV signal level,PN is the noise level andISU

is the aggregate interference due to secondary transmissions.
The secondary interference at a TV receiver (PU) located

at the TV cell border, see Fig. 1, can be expressed as

ISU =
∑

k
vk · Pt · gk · xk (2)

where vk is a binary factor determining whether thek-th
secondary user (SU) is active or not,Pt is the transmit power
level, gk is the attenuation from thek-th SU to the PU, and
xk is a random variable (RV) describing the slow fading.

The secondary spectrum access can be granted if the
required condition for satisfactory TV reception, see equa-
tion (1), is satisfied. Equation (1) is a chance type of constraint
which is in general difficult to handle. It has been expressedin
closed-form in [3] assuming that both the useful TV signal and
the aggregate secondary interference follow the log-normal
distribution. Under these assumptions the necessary condition
for interference control can be turned to the following con-
straint

E{ISU} ≤ I△ (3)

where the interference marginI△ determines the maximum
permitted mean secondary interference at the PU.

In general, the interference margin depends on the locations
of secondary transmitters [3]. However, one has to notice that
the secondary generated interference is usually an order of
magnitude less than the TV signal level. This fact provides the
approximation tightness for the lower bound of the interference
margin illustrated in [15],I△l ≤ I△, which is independent of
the SU locations

I△l = exp

(

σTV

ξ
Q−1(1−Ot)− ln(γt) +

mTV

ξ

)

−PN (4)

whereξ = 10/ln(10), Q−1 is the inverse of the GaussianQ
function,σTV in dB is the standard deviation of the TV signal
and mTV in dB is the TV signal level at the PU by using
distance-based path loss.

Under contention control, each SU senses the spectrum
before its transmission. If the channel is reported busy, the
SU postpones its transmission until the channel becomes clear.
This behaviour introduces an exclusion region around each SU
where no other simultaneous transmissions can take place. The
field of transmitters under contention control can be modelled
as a hardcore point process, introduced by Matern in [8],
since the hardcore process conditions on having a minimum
separation distance among the points of the process.

In particular, the MPP type II captures the fact that a
SU refrains from transmitting when it senses the activity of
another SU which has extracted a smaller back-off time. This
behaviour is modelled in the following way: Each point of the
process has a random associated mark and a point is discarded
only if there is another point within a HCDδ with a smaller
mark. The density of the MPP II process given the parent
densityλp and the HCDδ is λm =

1−exp(−λpπδ
2)

πδ2 [8].

III. H OW TO SETCS THRESHOLD

The primary system is protected by maintaining the mean
secondary interference under the interference marginI△l. The
mean interference depends on the active SU density which
can be controlled through the HCDδ. In practical networks,
the HCD is adjusted by tuning the CS threshold. Mapping
the HCD to a CS threshold is not straightforward. While the
retaining probability [8] in a MPP is determined by the HCD,
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Fig. 2. Illustration of (a) border effect and (b) two disjoint regions in the
secondary deployment area.

the retaining probability in a wireless network depends on the
aggregate interference measured at a SU. First, we show how
to set the HCD in MPP type II and MPP type III networks
without violating the condition E{ISU} ≤ I△l. Then, we show
how to map the identified HCD to a CS threshold.

A. How to set hardcore distance in MPP type II

A common way to calculate the mean interference from a
MPP type II at an arbitrary location in the plane is to use an
equi-dense PPP [16]. In our system setup the deployment area
is finite and the active node density close to the borders is
higher thanλm due to less contention. As a result, setting the
HCD based on a homogeneous PPP with densityλm will vio-
late the protection criteria at the PU. The PPP approximation
worsens for increasing parent densityλp and increasing HCD.

With reference to Fig. 2(a), a MPP at distancesr > RTV +
rn + δ generates at the PU mean interference equal to the
interference generated from a PPP with densityλm, see also
the Appendix for a proof.

In order to compute the generated interference at the PU
due to a MPP type II at distancesr : (RTV + rn) ≤ r <
(RTV +rn+δ) we need to compute the density of the process
in that area. The density can be found by computing the size
of the ball B(X(r), δ) (with radius δ and centered at point
X at distancer from the TV transmitter) that falls outside of
the TV protection area. By looking at the simple geometrical
dependency in Fig. 2(a), the size of the area is equal toπδ2−
A(r) whereA(r) is the intersection area of two circles whose
centers are at distancer. In Appendix we show that the mean
interference due to a MPP type II at distancesr : (RTV+rn) ≤
r<(RTV +rn+δ) can be upper-bounded by using a PPP with
density

λ2 =
1− exp(−λp(πδ

2 −A(RTV + rn)))

πδ2 −A(RTV + rn)
. (5)

SinceRTV +rn ≫ δ, A(RTV +rn) ≈ πδ2/2. The density
λ2 becomes

λ2 ≈
1− exp(−0.5λpπδ

2)

0.5πδ2
. (6)

Obviously,λ2 > λm. Based on the above approximation,
the secondary deployment area can be divided into two disjoint

regionsS1 andS2, S = S1∪S2, see also Fig. 2(b). The inter-
ference generated by each region to the PU is approximated
by a PPP. The densities of the PPP in the two regions areλm

for r ≥ (RTV+rn+δ) andλ2 for RTV+rn ≤ r < RTV+rn+δ.
Since the regionsS1 and S2 are disjoint, the mean inter-

ference level at the PU can be computed as a sum of the
mean interference levels due to transmissions originated from
the areasS1 andS2. With log-normal slow fading, the mean
interference can be approximated to be equal to [4]

E{ISU} ≈ λm ·Pt ·e
σ2

2ξ2

∫

S1(δ)

gsds + λ2 ·Pt ·e
σ2

2ξ2

∫

S2(δ)

gsds (7)

wheregs is distance-based path loss from the locations to the
PU, σ in dB is the SU slow fading standard deviation and the
areasS1, S2 are functions of the HCD.

Unfortunately, equation (7) does not have a closed-form
solution in terms of the HCDδ. However, we can first
find a tight lower bound. The lower boundδl assumes PPP
with densityλm inside full areaS and forces the inequality
E{ISU} ≤ I△l to be tight. The lower bound can be expressed
in terms of the principal branchW0 of the Lambert function

δl=















0 if λp≤I ′
△l

,
√

√

√

√

1

πI ′
△l

+
1

πλp
W0

(

−
λp

I ′
△l

·e
−

λp

I′

△l

)

if λp>I ′
△l

(8)

whereI ′
△l

= I△l
/(Pt · e

σ2/2ξ2 ·
∫

S gsds).
For user densities,λp ≤ I ′

△l
, we do not need a HCD for

protecting the TV system,δ = 0, and the CS threshold can be
set equal to infinity. For user densities,λp > I ′

△l
, we can first

identify the lower boundδl using equation (8). Then, we may
define discretization step△δ and increment the HCDδ = δl+
i ·△δ in equation (7) with iteration indexi = 1, 2, . . . until the
constraint E{ISU} ≤ I△l is satisfied. The proposed method
identifies a tight upper-bound on the HCD in few iterations.

For reducing implementation complexity one can evaluate
offline the integral

∫

S
gsds. Actually, it is beneficial to store

the integration results from each ring(r, φ) = 0 ≤ φ ≤ 2π,
(RTV + rn+(j − 1)△δ) ≤ r ≤ (RTV + rn+ j · △δ), j =
1, . . . dsu/△δ. In this way the integrations are not repeated
at each iteration and the amount of computations needed to
evaluate (7) will be low.

As illustrated in Fig. 3, an equi-dense PPP underestimates
the generated interference and results in smaller HCD than the
minimum required. The proposed method utilizing superposi-
tion of two PPPs can be used as a tight upper bound for the
HCD that protects the TV service in all cases.

B. How to set hardcore distance in MPP type III

In a CSMA/CA type of network, a node that postpones its
transmission because it is in the CS range of some other node
with lower back-off does not prohibit other nodes to qualifyfor
transmission. MPP type II cannot capture this behaviour be-
cause all the nodes are involved in the selection process. Thus,
more nodes can survive in a CSMA/CA network compared
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Fig. 3. Hardcore distance for protecting the TV system. The parameter
settings can be found in Section IV.

to the number of survived nodes predicted by the MPP type
II. In [17] a method to mitigate the underestimation problem
of MPP type II is proposed. However, the predicted number
of survived points is still less compared with the number of
nodes that can survive in a CSMA/CA network. As a result,
the protection of the TV service is not secured.

A MPP type III [11] and its temporal variation (SSI) [9]
involve only the survived nodes in the selection process. In
this sense, these processes model accurately the density of
active users in a CSMA/CA network. Unlike MPP type II,
the mean number of active nodes in MPP type III cannot be
described in closed-form unless the parent densityλp goes
to infinity [9]. For finite SU densities we can only look for
bounds to the mean number of survived nodes in a MPP type
III. Due to the analytical tractability of MPP type II, we need
to upper bound the number of points generated from a MPP
type III by using a MPP type II. A tight bound is difficult
to derive because MPP type III is complex to analyze. One
simple but loose upper bound suggests to double the HCD of
the MPP type II [11].

C. How to set CS threshold given hardcore distance

A large HCD can be implemented by setting a low CS
threshold and vice versa. In order to map the HCD to a CS
threshold we need to compute the mean self-interference at a
node of the MPP type II. This is done by using the second
moment measure. The final expression involves integrals of
the retaining probability which do not accept a closed-form.

In order to overcome this problem we are looking for a
lower bound to the mean interference. Note that a lower
bound on the CS threshold is in the favour of primary system
since it reduces the density of simultaneous transmissions. A
lower bound on the mean interference, E!

o{ISU}, at a node
in the infinite plane has been proposed in [16]. The bound
integrates a PPP with densityλm in the interval [δ,∞]. While
the proposed bound is tight for any value of HCD and user

density, we cannot directly use it because it considers infinite
deployment area.

In our system model the mean interference is different at
different locations due to the existence of borders. In order to
use a common CS threshold, we propose to set it for a node
located at the primary protection area border. In this way the
CS threshold is underestimated and the TV system is further
secured. Similar to [16] we integrate an equi-dense PPP over
the secondary area after excluding a ball of radiusδ that is
centered at the protection area border. We consider PPP with
densityλm inside the full area. In this way, the CS threshold
is slightly underestimated but the implementation complexity
is reduced. Without considering the impact of fading within
the secondary network, the CS threshold can be computed as

E!
o{ISU} = λm · Pt ·

∫

S′

gsds (9)

whereS′ = S\B(X(RTV + rn), δ) and gs is the distance-
based pathloss from the integration element of areaS′ to the
protection area border. For a possible algorithm implementa-
tion see the pseudocode below.

Algorithm 1 Set CS threshold
Require: δl > 0

Define△δ
δ ← δl
while E{ISU} > I△l do

δ ← δ +△δ
end while
Either set the CS threshold for MPP type II usingδ in
equation (9) or set the CS threshold for MPP type III using
δ ← 2δ in equation (9)
The geo-location database broadcasts the CS threshold to
the secondary users

IV. N UMERICAL ILLUSTRATION

We consider a TV service area with radiusR = 140km
and co-channel protection distancern = 14.4km [13]. The
TV transmitter broadcasts atP = 300kW. The thermal noise
power is−106.2dBm. We use a power law model for the
distance-based propagation pathloss. The path loss exponent
for primary and secondary signal is equal toαPU = 3.2 and
αSU = 4 respectively. The attenuation constant is equal to one.
The standard deviations for the log-normal fading distributions
are selected equal toσTV = 6dB andσ = 8dB. Assuming
target SINR γt = 16.1dB and target outage probability
Ot = 10% the interference margin is calculated by using (4),
−107.3dBm. Outside of the TV protection area the secondary
network is deployed. The deployment area is a doughnut with
diameterdsu = 5km, see Fig 2(a). The secondary interference
must be controlled at the primary receiver located at PU.

In Fig. 4(a) we depict the CS threshold for different sec-
ondary user densitiesλp. First, we simulate the CS threshold
for the MPP type III. In the simulations, we find iteratively
the maximum CS threshold that protects the TV service. We
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Fig. 4. (a) CS threshold set by the simulation, the HCD in MPP type II and the proposed method (b) Active density and (c) SINRdistribution at TV receiver

define discretization step equal to0.1 dB and increment the
CS threshold until the constraint E{ISU} ≤ I△l is satisfied.
In each iteration we run a Monte Carlo simulation with1000
trials. The steps carried out in each trial are described below.

We draw the number of secondary users from a Poisson
probability distribution function (PDF) with densityλp. The
users are deployed randomly inside the secondary areaS.
Every node is ranked and the node with rank one always
transmits. For thek-th node we compute the mean interference
from the survived nodes upto the(k−1)-th node and compare
it with the CS threshold. The node transmits only if the
mean interference is below the CS threshold. This selection
process is a modified version of the SSI model [10]. For
the configuration of active nodes we simulate the generated
fading samples at the PU and compute the mean aggregate
interference. If the constraint E{ISU} ≤ I△l is satisfied in all
the simulation trials the CS threshold for the considered user
density is stored. Otherwise, the CS threshold is incremented.

One can see that the CS threshold decreases for increas-
ing user density implementing essentially a larger HCD. In
Fig. 4(a) we also depict the CS threshold using the proposed
method for MPP type II and MPP type III. The proposed
method for the MPP type III results in very low CS threshold
because the calculated HCD has been doubled, see Section
III-B. The proposed method for the MPP type II also results
in lower threshold compared with the simulations. This is
because we used several approximations for setting conser-
vatively both the HCD and the CS threshold. While setting
the HCD we utilized: (i) a lower bound on the interference
margin to reduce computational complexity and (ii) an upper
bound on the HCD to deal with border effects. Also, the CS
threshold: (iii) has been set based on the interference level at
the protection area border (iv) has been bounded using the PPP
approximation and (v) did assume uniform density of effective
secondary users inside the deployment area.

Fig. 4(b) shows the density of active secondary users using
the CS threshold depicted in Fig. 4(a). When the simulated
thresholds are used, the density of secondary transmitters
sustains a mean around30.5 transmitters/km2. In our system
setup, this is the highest density not violating the TV pro-
tection criteria. On the other hand, when the CS threshold is

set based on the proposed method, the density of transmitters
is quickly reduced. For the MPP type III, the CS threshold
is conservatively set because the HCD is doubled. That sig-
nificantly reduces the retaining probability and the density of
active users. When the CS threshold is set based on the MPP
type II, the active node density at high user densities is about
half the maximum permitted density.

In Fig.4(c) the SINR distribution at the PU is simulated for
different secondary user densities. If the simulated thresholds
are used, the outage probability at the SINR target would be
equal to the outage probability target10%. The results of
Fig.4(c) are generated using the CS threshold for the MPP
type II. The target is to illustrate the reduction in outage
probability due to the conservative approximations adopted
by our proposal. For high user densities, where the active
node density is about half the maximum permitted, the outage
probability is about5%.

V. CONCLUSION

In this paper, we proposed a method to set the CS threshold
in a geo-location assisted secondary network with finite user
density, finite deployment area and contention control. The
CS threshold was viewed as a parameter that can be tuned
to control the generated secondary interference and maintain
satisfactory primary system service. The geo-location database
is responsible for calculating the CS threshold and for broad-
casting it to the secondary users.

We identified a critical value for the secondary user density
below which the CS threshold can be set to infinity. For
higher user densities we proposed a low complexity method
for setting the CS range and mapping it to a CS threshold.
The proposed method for MPP type III sets the CS threshold
conservatively. Given our parameter settings, doubling the
hardcore distance reduces the CS threshold by12 dB in
comparison with the threshold calculated based on the MPP
type II. In order to enable a higher density of secondary
transmitters, we need to identify a tighter upper bound for
the number of points survived in a MPP type III.

APPENDIX

Let us considerN users in the doughnutS : (r, φ) = {0≤
φ≤ 2π, Rin≤ r≤ Rout} whereRin=RTV +rn andRout=



Rin+dsu. For simplicity, we setPt=1. The mean interference
at the PU is

E{ISU (N)} =

N
∑

i=1

Rout
∫

Rin

2πr

S

(

B(r) − πδ2

S

)i−1

g(r)dr

= 2π

Rout
∫

Rin

1−((B(r)−πδ2)/S)N

S+πδ2−B(r)
rg(r)dr (10)

whereS=π(R2
out−R

2
in) is the area of the doughnut andB(r)

is the union of the doughnut and of a circle with radiusδ.
Since the users are uniformly distributed, the term2πr/S

describes the probability of distributing a user at distance r
from the inner radiusRin. Also, the term((B(r)−πδ2)/S)i−1

describes the probability that thei-th user becomes active.
Particularly, the term((B(r)−πδ2)/S) equals the probability
that a point located at distancer from the inner radius is not
covered when a disc of radiusδ is randomly thrown. Since the
centers of the discs are uniformly and independently thrown, a
point is not covered with probability((B(r)−πδ2)/S)j after
j discs have been thrown.

Case 1:(r, φ) = {0 ≤ φ ≤ 2π, Rin + δ ≤ r ≤ Rout}. In
that case,B(r)=S. After replacingB(r) in equation (10) we
get

E{ISU (N)} =
2π

πδ2
(

1−(1−πδ2/S)N
)

∫ Rout

Rin

rg(r)dr. (11)

The average number of users follows Poisson distribution
with mean λpS. The mean interference at the PU can be
computed by weighting the mean generated interference due
to k users, E{ISU (k)}, with the Poisson PDF.

E{ISU}=
∞
∑

k=0

E{ISU (k)} ·
(λpS)

k · e−λpS

k!

=
2π · (1 − e−λpπδ

2

)

πδ2

∫ Rout

Rin+δ

rg(r)dr. (12)

The right hand side of equation (12) is the mean interference
due to a PPP with densityλm = (1 − e−λpπδ

2

)/πδ2. As a
result, a MPP type II in the area(r, φ) = {0 ≤ φ ≤ 2π,
Rin + δ ≤ r ≤ Rout} generates mean interference at the PU
equal to the mean interference generated by an equi-dense PPP.
The impact of outer border has been ignored in the analysis
but actually, it can be treated similar way to case 2.

Case 2:(r, φ) = {0 ≤ φ ≤ 2π, Rin ≤ r ≤ Rin + δ}. In
that case,B(r) ≤ S + A(Rin). Let us consider the function

f(x) =
1− ((x − πδ2)/S)N

S + πδ2 − x
. The functionf can also be read

asf(u) = S−1 ·
∑N−1

n=0 un, u = (x−πδ2)/S, 0 < u < 1. The
function f(u) is increasing inu and thus,f(x) is increasing
in x. As a result, one can upper-bound the mean interference
by settingB(r) = S +A(Rin) in equation (10)

E{ISU (N)}<2π

Rin+δ
∫

Rin

SN−(S+A(Rin)−πδ
2)N

SN(πδ2 −A(Rin))
rg(r)dr.(13)

By following same approach as in equation (12) we get

E{ISU} <
2π(1−e−λp(πδ

2
−A(Rin)))

πδ2 −A(Rin)

∫ Rin+δ

Rin

rg(r)dr. (14)

As a result, the mean interference generated by a MPP type
II in the doughnut(r, φ) = {0 ≤ φ ≤ 2π, Rin ≤ r ≤ Rin+δ}
can be upper-bounded by computing the mean interference due
to a PPP with density(1−e−λp(πδ

2
−A(Rin)))/(πδ2−A(Rin)).
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