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Abstract—Spectrum sensing is considered as the cornerstone
of cognitive radio networks (CRNs). Sensing the wide band
spectrum, however, may result in delays and reduce the effi-
ciency of resource utilization. Spectrum prediction, therefore,
has been proposed as a promising approach to overcome these
shortcomings. Prediction of the channel occupancy, when feasible,
provides adequate means for an SU to determine, with a high
probability, when to evacuate a channel it currently occupies
in anticipation of the PU’s return. Spectrum prediction has
great potential to reduce interference with PU activities and
significantly enhance spectral efficiency. In this paper, we propose
a novel, coalitional game theory based approach to investigate
cooperative spectrum prediction in multi-PU multi-SU CRNs. In
this approach, cooperative groups, also referred to as coalitions,
are formed through a proposed coalition formation algorithm. A
through simulation study is performed to assess the effectiveness
of the proposed approach. The simulation results indicate that
cooperative spectrum prediction leads to more accurate pre-
diction decisions, in comparison with local spectrum prediction
individually performed by SUs. To the best of our knowledge,
this work is the first to use coalitional game theory to study
cooperative spectrum prediction in CRNs, involving multiple PUs.

I. INTRODUCTION

With the proliferation of various forms of mobile devices,
the radio spectrum has fast become a scarce and expensive
resource. Various spectrum utilization studies, however, have
shown large portions of the overall spectrum remain severely
under-utilized, while the demand for bandwidth continues to
increase. To achieve better management of spectral resources,
cognitive radio [1]–[6] has emerged as a promising technology
to harness the potential of unused spectrum in an opportunistic
manner. Cognitive radio networks (CRNs) typically involve
two classes of users: primary users (PUs), who are incumbent
licensees of the spectrum, and secondary users (SUs), who
are allowed to opportunistically operate on licensed spectrum
bands, as long as their transmissions do not cause harmful
interference with the activities of the PUs.

In order to enhance spectrum sharing, while keeping the
impact of interference on PUs at a minimal level, a number of
spectrum sensing methods have been proposed to allow SUs
to locate spatially and/or temporally available spectrum holes.
A major challenge in spectrum sensing is the ability of the
underlying sensing technique to detect weak PU signals with
minimal delay. Measurement studies, however, have shown

that the non-negligible delay, introduced by the underlying
hardware platform, can negatively impact the accuracy of
spectrum sensing. Moreover, sensing the wide-band spectrum
results in a waste of resources. To tackle these shortcomings,
spectrum prediction, also known as channel status prediction,
has been proposed as an alternative approach to manage
spectrum holes.

There are two types of spectrum prediction techniques. Lo-
cal spectrum prediction, in which each SU senses the current
channel state and uses a hidden Markov model (HMM) to
predict the future channel states, has been investigated in [7],
[8] for real-time spectrum sensing to avoid interference caused
by the response delay, and in [9] to enable an SU to leave its
currently occupied channel before a PU starts transmission.
Recent work [10]–[12] show that when the performance of
an individual is worse than that within a group, individuals
are motivated to form cooperative groups to maximize the
benefit of the system and/or themselves, resulting in coop-
erative spectrum prediction. Designing efficient cooperation
algorithms with high prediction accuracy and low false alarm
rate, however, entail numerous challenges, including the ability
of the algorithm to overcome the natural selfish behavior
of wireless users and to minimize cooperation overhead.
[13] studies the cooperative spectrum sensing problem for a
cognitive radio network with one primary user. A cooperative
spectrum sensing approach, where the SUs form cooperative
groups to improve their sensing accuracy, is proposed. In
this approach, the cooperative group formation process is
constructed as a coalitional game and each cooperative group,
referred to as a coalition, is formed by balancing the tradeoff
between the gain in terms of detection probability and the cost
in terms of false alarm rate.

In this paper, we use a coalition-based approach for spec-
trum prediction, but, more general than previous work [13],
the focus is on the challenging problem of improving the
spectrum prediction accuracy in cognitive radio networks with
multiple primary users. Within this framework, three unique
and significant contributions are achieved: first, the focus of
this work goes beyond a single PU CRN and addresses the
more practical and challenging multi-PU scenario [5], [6];
second, we define a preference order for the SUs and propose
a novel coalition formation algorithm; last, we conduct simu-
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lation with different number of PUs and SUs to validate the
effectiveness of the proposed cooperative prediction algorithm
in a multi-PU, multi-SU CRN environment. To the best of our
knowledge, this work is the first to use a coalitional game
theory based framework for accurate cooperative spectrum
prediction in CRNs, with multiple PUs.

The rest of the paper is organized as follows. The system
model and some preliminary knowledge are briefly described
in Section II. We design the coalitional game based cooperative
spectrum prediction scheme in Section III. Simulation results
are presented and analyzed in Section IV. We conclude the
paper in Section V.

II. NETWORK MODEL AND PRELIMINARIES

A. System Model and Problem Description

In this paper, we consider a database-assisted CRN, which
consists of M PUs and N SUs. The set of PUs and SUs are
denoted by M = {1, 2, · · · ,M} and N = {1, 2, · · · , N},
respectively. M orthogonal channels are allocated to M
primary users, with ci, i ∈ {1, 2, · · · ,M}, representing the
channel owned by PU i. In this CRN, a database consisting
of the locations and licensed channels associated to all PUs is
available to the SUs. It is worth noting that this architecture
is similar to the one suggested in the second memorandum
opinion and order (FCC 10-174) [14]. Based on the IEEE
802.22 standard specifications, which require that a cognitive
radio device vacate its spectrum band within 2 seconds after
the appearance of a PU [15], we assume that the CRN system
is time-slotted and the length of a slot is expressed in seconds.

Fig. 1. An illustration of the spectrum sensing process in time-slotted system.

At the beginning of each time slot, the busy/idle status of
a channel is detected by the SUs via energy detection based
spectrum sensing techniques [16], [17]. The spectrum sensing
process of SU j ∈ N on channel ci, is illustrated in Fig. 1.
Based on this process, SU j obtains an observation otji on the
true state qti of channel ci at each time slot t. The observation
otji is the local decision of SU j regarding the primary channel
status qti . SU j’s decision on ci is a detection, if otji = busy
and qti = busy, and a false alarm, if otji = busy and qti =
idle. Based on the analytical model presented in [17], the
closed-form expression of the detection probability, Pdji, and
the false alarm probability, Pfji, are represented in (1) and
(2), respectively.
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In the above expressions, δ is the energy threshold of the
energy detector, m is the time bandwidth product, γji is the
average SNR of SU j on channel ci, and Γ(., .) represents
the incomplete gamma function, while Γ(.) represents the
gamma function. Furthermore, γji is defined as γji =

Pihij
σ2 ,

where Pi represents the transmit power of PU i, σ2 represents
the Gaussian noise variance and hij represents the path loss
between PU i and SU j; hij is defined as hij = κ

dµij
, where κ

is the path loss constant, µ is the path loss exponent, and dij
is the distance between PU i and SU j.

Let Pmji be the miss detection (otji = idle and qti = busy)
probability of SU j on channel ci, then:

Pmji = 1− Pdji (3)

In the spectrum sensing process illustrated by Fig. 1, the
channel occupancy states (busy or idle), determined by the
PU activities (on or off), form a Markov process [18]. These
states are hidden since they are not directly observable. On
the other hand, each SU j generates its observation sequence
based on its spectrum sensing results, which forms the set of
observation states. This process is a normal random process
that depends on both the PU activities and the spectrum
sensing accuracy of SU j (i.e., Pdji and Pfji). Therefore,
the spectrum sensing process can be modeled as a HMM.
Define the hidden state space as X={x0, x1}, with x0=0 and
x1=1 indicating that the primary channel is idle and busy,
respectively. Similarly, the observation state space is defined as
Y ={y0, y1}, with y0=0 and y1=1 indicating that the spectrum
sensing result is idle and busy, respectively. Then the HMM
can be described by its parameters λ=(π,A,B), where π
is the initial state distribution: π=[πi]1×2, with πi=Pr(q0 =
xi), i = 0, 1; A is the state transition probability matrix:
A=[aij ]2×2, with aij=Pr(qt+1 = xj |qt = xi), i, j = 0, 1;
and B is the emission probability matrix: B=[bjk]2×2, with
bjk=Pr(ot = yk|qt = xj), j, k = 0, 1. It is clear that in a
perfect case it holds that b11=Pdji and b01=Pfji.

After sensing channel ci for T slots, SU j forms an obser-
vation sequence Oji = {o1ji, · · · , oTji} and trains a specific
HMM. As discussed in [19], HMM based local spectrum
prediction can be performed by each SU to make a local
prediction decision of the future channel status of ci. In order
to improve the prediction accuracy, we propose a coalitional
game theory based cooperative prediction scheme. Prior to
describing the scheme, we briefly introduce in the following
two subsections preliminary issues and definitions related to



HMM based local spectrum prediction and coalitional game
theory, respectively.

B. HMM Based Local Spectrum Prediction

There are two stages in the HMM based local spectrum
prediction algorithm [19], with the first one being the HMM
training process and the second one being the prediction
decision making process.

In the HMM training process, each SU estimates the
parameters of the HMM. For SU j ∈ N , it forms an
observation sequence Oji = {o1ji, · · · , oTji} through T -slot
spectrum sensing on channel ci. Then, the training process
can be considered as an optimization problem which aims to
find the optimal parameters that can maximize the probability
of obtaining the observation sequence Oji:

λ∗ji = arg max Pr(Oji|λji) (4)

Performing the Baum-Welch algorithm [20] leads to the so-
lution of the optimization problem described in (4). We use
λ∗ji = (π∗ji, A

∗
ji, B

∗
ji) to denote the optimal solution.

With the estimated parameters λ∗ji = (π∗ji, A
∗
ji, B

∗
ji), SU

j makes a local prediction about the future state of channel
ci in the prediction decision making process. The prediction
decision is made according to the following rule:

ôT+1
ji =


1,

if Pr(oT+1
ji = 1|Oji, λ∗ji) ≥ Pr(oT+1

ji = 0|Oji, λ∗ji)
0,

if Pr(oT+1
ji = 1|Oji, λ∗ji) < Pr(oT+1

ji = 0|Oji, λ∗ji)
(5)

C. Preliminaries of Coalitional Game Theory

According to [21], a coalitional game can be defined as
follows:

Definition 1 (Coalitional Game). A coalitional game G is a
pair (N , (�j)j∈N ), where N is a finite player set with j being
an individual player. Each player attempts to form a coalition
(cooperative group) with others and cooperatively work on
certain tasks in order to gain benefits for itself and/or for
the whole system. �j is the preference order of player j on
Dj(N ) with Dj(N ) being the set of coalitions that j belongs
to. For any two coalitions R ∈ Dj(N ) and S ∈ Dj(N ),
R �j S indicates that player j prefers to join coalition R
than coalition S.

Each player j ∈ N tries to form a coalition according to
the preference order �j , and different coalition structures can
be constructed during the coalition formation process.

Definition 2 (Coalition Structure). A coalition structure ω =
{S1, S2, · · · , SK}, with K ≤ |N | being a positive integer, and
Sk 6= ∅, k ∈ {1, 2, · · · ,K}, being a certain coalition, is a
partition of the player set N that satisfies: 1) ∪Kk=1Sk = N
and 2) Sk ∩ Sl = ∅ for any k, l ∈ {1, 2, · · · ,K} with k 6= l.

Different coalition formation process may lead to different
coalition structures and cooperation performances. Therefore,

we will design an effective coalition formation algorithm for
the cooperative spectrum prediction scheme in the next section.

III. COALITIONAL GAME BASED COOPERATIVE
SPECTRUM PREDICTION

In this section, we study the cooperative spectrum prediction
via a coalitional game based approach, where the secondary
users are considered as the players who attempt to form
coalitions and cooperatively predict the future channel status.
Coalition formation is an important process in our coalitional
game based cooperative spectrum prediction; through this
process, a coalition structure consisting of several coalitions
can be constructed. Within each coalition, an SU is selected to
perform as the coalition leader, whose responsibility includes
collecting the local prediction results from other members
of the coalition and making a final cooperative prediction
decision based on the OR rule data fusion.

However, the considered multi-PU multi-SU scenario brings
a specific challenge to the design of the cooperative spectrum
prediction scheme. Due to the hardware limitations, each
SU can only sense one channel and form one observation
sequence at a time [22]. According to (4) and (5), however,
the observation sequence is necessary in order to predict future
states of a channel. Since it is impossible for an SU to make
prediction for more than one channel at the same time, each
SU should choose only one channel to sense and predict
with the assistance of the database. Consequently, the SUs
should be first classified into M categories, with each category
Ci, i = {1, 2, · · · ,M}, being the set of SUs choosing channel
ci for sensing and predicting. Based on this classification, a
coalition structure ωi = {Si1, Si2, · · · , SiK} is formed for each
category Ci, where Sik is the kth coalition for category i, and
K is the total number of coalitions in category i. Note that
different categories may have different number of coalitions.
In the following subsections, we describe the proposed cate-
gory classification method, define the preference order of the
secondary users, and design the coalition formation algorithm.

A. Category Classification: Channel Selection for Spectrum
Sensing and Prediction

In this subsection, we derive a category classification
scheme, according to which, each SU chooses a channel for
spectrum sensing and prediction.

It can be seen from equations (4) and (5) that both the
estimation process and the prediction process are dependent
on the observation sequence. Consequently, SU j can more
precisely estimate the parameters of the HMM if it can be
provided with a more accurate observation sequence Oji.
Furthermore, using more precise estimation of λ∗ji and Oji,
SU j can make more accurate prediction of future states of
channel ci. Thus, if SU j is capable of performing the highest
sensing accuracy on channel ci, SU j chooses ci for spectrum
sensing and prediction to improve its sensing and prediction
accuracy.

The sensing accuracy of SU j on channel ci can be defined
as Paji = Pdji + (1− Pfji). According to equation (2), Pfji



is only dependent on the time bandwidth product m and the
energy threshold δ of the energy detector. Consequently, SU j
has the same false alarm probability on all primary channels.
That is, for any i1 6= i2 ∈ M, it holds Pfji1 = Pfji2 .
Therefore, Pdji has the decisive influence on the sensing
accuracy. Substitute γji =

Pihij
σ2 into equation (1), we have:
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In (6), δ, Pi, κ, µ, σ2, and m are all constants. Pdji is,
therefore, a decreasing function of dij , the distance between
SU j and PU i. Thus SU j has the highest sensing accuracy
on channel ci when PU i is the nearest one from SU j, and it
will choose ci for spectrum sensing and prediction to improve
its sensing and prediction accuracy.

Therefore, we show that SU j is always classified into
category i (Ci), when PU i is the nearest primary user from
SU j.

B. Preference Order of Secondary Users

After the category classification process, the SUs are classi-
fied into M categories. Based on this classification, coalitions
are formed within each category. As described in Section II-C,
the SUs of a category Ci, i = 1, 2, · · · ,M , seek to form coali-
tions in order to improve the network performance (unselfish
players) or their own performance (selfish players). In this
paper, we consider the case where SUs are selfish players,
whose intention is to improve their own prediction accuracy
through forming coalitions. Based on this assumption, we
derive the preference order of the secondary users. Since
coalitions are formed within each category, we study the
coalition formation problem within a specific category Ci.

According to [13], the cooperative miss prediction (i.e., the
predicted state is idle while the true channel state is busy)
probability Ψm and cooperative prediction false alarm (i.e.,
the predicted state is busy while the true channel state is idle)
probability Ψf of coalition Sik, with coalition leader â (SU â),
are, respectively, defined by:

Ψm(Sik) = Πj∈Sik [ψmji(1− Pejâ) + (1− ψmji)Pejâ] (7)

Ψf (Sik) = 1−Πj∈Sik [(1− ψfji)(1− Pejâ) + ψfjiPejâ] (8)

In the above expressions, ψmji and ψfji represent the local
miss prediction probability and local prediction false alarm
probability of SU j ∈ Sik, respectively; and Pejâ represents
the probability that an error occurs during the transmission
from SU j to the coalition leader â. In a Rahleigh fading
environment, Pejâ is given by:

Pejâ =
1

2

(
1−

√
γjâ

1 + γjâ

)
(9)

where γjâ is the average SNR from SU j to the coalition
leader â given by γjâ =

Pjhjâ
σ2 , with Pj being the transmit

power of SU j, hjâ being the path loss between SU j and its
coalition leader â, and σ2 being the Gaussian noise variance. In
order to minimize the reporting error, coalition leader should
be appropriately selected so that the following holds:

â = arg max

∑
j∈{Sik\â} γjâ
|
{
Sik \ â

}
|

(10)

where
{
Sik \ â

}
represents the set of SUs in coalition Sik

except SU â and |
{
Sik \ â

}
| represents the coalition size.

It is clear from (7) and (8) that SU j can decrease its
miss prediction probability at the cost of increasing its pre-
diction false alarm probability by joining coalition Sik. Thus,
the improved prediction accuracy for SU j is (Ψd(S

i
k) −

ψdji)− (Ψf (Sik)− ψfji), where Ψd(S
i
k) = 1−Ψm(Sik) and

ψdji = 1 − ψmji represent the cooperative prediction (i.e.,
the predict result is busy while the true channel state is busy)
probability and the local prediction probability, respectively.
Therefore, a utility function φj(S

i
k) can be associated with

each SU j ∈ N to evaluate its performance improvement by
joining coalition Sik.

φj(S
i
k) = (Ψd(S

i
k)− ψdji)− (Ψf (Sik)− ψfji)

= (Ψd(S
i
k)−Ψf (Sik))− (ψdji − ψfji)

Let V (Sik) = Ψd(S
i
k)−Ψf (Sik) denote the value of coalition

Sik, we have:

φj(S
i
k) = V (Sik)− (ψdji − ψfji) (11)

Based on the above analysis, we define the preference order
for SUs in the coalitional game (N , (�j)j∈N ) as:

Sik �j Sil := φj(S
i
k) ≥ φj(Sil ) (12)

In the above expression, Sik and Sil are two different
potential coalitions within Category i (Ci), and j ∈ Sik ∩ Sil .
The preference order between two coalitions shows that SU
j prefers to joint the coalition which results in the greater
improvement of the prediction accuracy.

For a specific SU j, the value of ψdji and ψfji are both
fixed; consequently, φj(Sik) ≥ φj(S

i
l ) ⇔ V (Sik) > V (Sil ).

In other words,, V (Sik) > V (Sil ) means coalition Sik is more
valuable than Sil because any SU j ∈ Sik∩Sil prefers coalition
Sik than Sil . Similarly, we can define an ordering � among
coalitions. More specifically, for any two coalitions R and S,
we have:

R � S := V (R) ≥ V (S) (13)

C. Coalition Formation Algorithm

According to the analysis in Section III-B, the coalition val-
ue V (·) is an important factor to be considered when forming
coalitions. In this subsection, we propose a coalition formation
algorithm whose pseudocode is presented in Algorithm 1.



Algorithm 1 Coalition Formation Algorithm
1: for i = 1 : M do
2: Ci ← ∅
3: for j = 1 : N do
4: if dij = min di′j , i

′ ∈ {1, 2, · · · ,M} then
5: Ci ← {Ci, j}
6: end if
7: end for
8: k ← 1
9: ωi ← ∅

10: while Ci 6= ∅ do
11: Calculate the set of all possible coalitions and their

coalition values
12: Denote the coalition with highest value among all

possible coalitions by Sik
13: ωi ← {ωi, Sik}
14: Ci ← Ci \ Sik
15: k ← k + 1.
16: end while
17: end for

IV. SIMULATION

A simulation study is performed to assess the effectiveness
of the proposed coalition formation algorithm. In this simula-
tion study, the parameters are set according to the values listed
in Table I [13].

TABLE I
SYSTEM PARAMETERS

parameter meaning value

m time bandwidth product 5
κ path loss constant 1
µ path loss exponent 3
σ2 Gaussian noise variance −90dBm
PPU transmission power of PU 100mW
PSU transmission power of SU 10mW

First, we form a cognitive radio network with 3 PUs
(denoted by black squares) and 21 SUs (denoted by blue
circles). The PUs and SUs are all randomly deployed in a
3km× 3km square area as shown Fig. 2.

Performing our proposed coalition formation algorithm
for the CRN shown in Fig 2, the formed coalition
structure is ω1 = {{8, 14}, {3, 19}, {6}, {9, 20}},
ω2 = {{1}, {2, 10, 11, 15}, {7, 16, 18, 21}}, ω3 =
{{4, 12}, {5}, {13, 17}}. We can see that the coalition
sizes of ω2 are relatively bigger than those of ω1 and ω3.
As shown in Fig 2, SUs of category 2 are relatively farther
from PU 2 so that the local spectrum sensing/prediction gains
relatively lower detection/prediction probability, therefore
coalitions with larger sizes can provide the SUs more benefits.

Next, we conduct simulations for different number of PUs
when the number of SUs is always set to be seven times that
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Fig. 2. The Simulated Network.

of the PUs. We change the number of PUs from 1 to 10 and
randomly construct three different networks for each case. We
investigate the performance from the perspective of average
prediction accuracy, and the simulation results are presented
in Fig. 3.
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Fig. 3. Prediction accuracy vs. the number of PUs.

We can see from Fig. 3 that the average prediction accuracy
of both local and cooperative spectrum prediction increases
with the number of PUs in the simulated scenarios. The
rationalities behind this observation are that the CRN becomes
a dense network and the average distance between an SU and
a PU decreases as the number of SUs is also increasing (7
times of the number of the PUs). Consequently, the average
detection probability of spectrum sensing is increased, and the
SU forms a more accurate HMM with more precise model
parameters. This in turn increases the average prediction accu-
racy of spectrum prediction. It is also obvious that the average
prediction accuracy of our cooperative spectrum prediction
scheme is always higher than the one of a local prediction
scheme. Furthermore, the proposed scheme achieves signif-
icant performance improvement when the number of PUs
is small and the network is sparse. Moreover, it should be
noticed that there is a sharp decrease in the prediction accuracy



of local spectrum prediction when there exist 9 PUs in the
system. This is due to the fact that in the three randomly
constructed networks many SUs are located far away from
the PUs, thereby resulting in poor local prediction accuracy.
However, the prediction accuracy of cooperative spectrum
prediction is not affected since the cooperative scheme exploit
the benefits of those SUs that near to PUs. This implies that
our cooperative spectrum prediction scheme has the potential
of achieving steady performance improvement.
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Fig. 4. Prediction accuracy vs. the number of SUs.

Then, we investigate the influence of the number of SUs
on our cooperative spectrum prediction scheme. We fix the
number of PUs to 3 and change the number of SUs from
10 to 40. In Fig. 4, the performance of local and cooperative
spectrum prediction are denoted by solid red bar and dashed
green bar, respectively. We observe that the proposed coopera-
tive spectrum prediction scheme always improves the spectrum
prediction accuracy. It can also be seen that the performance
improvement becomes less significant as the number of SUs
increases. The reason is similar to the one discussed before.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a novel cooperative spectrum
prediction scheme for multi-PU multi-SU CRNs. We model
the cooperative group formation process as a coalitional game
and propose a coalition formation algorithm. A series of
simulation study is conducted to verify the effectiveness of
our design. Our results indicate that the prediction accuracy
can be improved as SUs can make better prediction decisions
through cooperation. To the best of our knowledge, this work
is the first to use coalitional game theory to study cooperative
spectrum prediction in CRNs with multiple PUs. We will try
to find effective mechanisms that can expand channel status
prediction to a larger number of future time slots.
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