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Abstract-Intrusion detection and response systems (IPSs) for literature based on two intrusion prevention systems, motl

protecting against distributed denial-of-service (DDoS) attacks host-based IPS (HIPS) and network-based IPS (NIPS) [1[2

will beneflit significantly if all the routers within each autonomous [3]. HIPSs are deployed on end-hosts, either source (Souce

system (AS) are capable of detection and response in addition to side) or destination (Destination -side) of the attack. Sourcesd
sampling. However, DDoS detection and response will incur high detection and response approaches such as ingress filtering[]
storage and processing overhead if each router does redundant D-WARD [5], and MULTOPS [6] can take place at eithereg
detection and response tasks. Many overlay communication routers of the local network or access routers of an ASta
protocols have been introduced in the literature to achieve connect to the subscribers' edge routers [1]. Source-side'HP,
coordination among the routers but they generally have high aim to detect and filter the attack traffic but they areno
communication overheads. Furthermore, DDoS detection and prciaagns oStak.Theaetwraos
response requires that all the flows intended to the same pracetica ageratinst Dof aittak.Terinues aretorasonst whic
destination be analyzed together in order to efficiently capture mrciake ath goreneraion of s Fistern rule soagainst Dof not
the correlation between them. In order to do that,, current pedsracicalute source-siden HIPs.airst thein souce oificattak can
approaches centrally collect all the sampled data and analyze bfte dsturibued in diferent doaindrspn m akigicifcurtlt. foIec
them, which also increases the communication overhead. In this coflthebourcties atoac detectio and responde accuroateyce,
paper, we present a collaborative approach to distribute the claoaieatc eeto n epneapoce r

sampling, detection, and response responsibilities among all the required to capture all the traffic fr-om all the distriue

routers within the AS in such a way that each router can detect sources to the victim. Second, it is difficult to differntit

and respond to DDoS attacks. Our proposed approach achieves legitimate and DDoS attack traffic at the sources, sincth

coordination among all the routers in the network to eliminate volume of the traffic is not big enough and traffic nl

redundant sampling, detection, and response tasks without aggregates at the points close to destinations. Although D

exploiting any specific communication protocol. We propose an WARD can generate filtering rules at the source, it consue
optimal assignment of disjoint flows to each of the routers within more memory space and CPU cycles than some NIP!s[]
the ASs in such a way that all the flows destined for the same host Hence, source-side HIPSs are not effective against Do
will be sampled, analyzed, and properly responded at the same attacks.
router. Each router can thus capture the correlation between
flows destined for a specific destination. In the destination-side HIPSs, detection will be done motl

at the destination and the response will be initiated n

Keywvords-Network security; Intrusion detection systems; DDoS distributed to other nodes by the victim. There existvaiu

attacks;dIistri buted IDS; collaborative IDS destination-side approaches where detection and responsre

1. NTODCTONplaced either at the edge routers or access routers o h

I. INTRDUCTIONdestinations' AS. In the first kind of destination -side deteto
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undesirable traffic. Packet filtering approaches are completely 0 We propose a coordination scheme to aid collaborto

dependent on attackers' power, and when it increases, filters among all the nodes in the network without explotn

become ineffective and they cannot properly be installed. The any specific communication protocol, whc

forth kind of destination-side approaches is capability approach significantly reduces communication overhead.
[15] that lets the destination explicitly authorize the traffic it 0 Ouaprchsigsdjonflwtoeh
desires to receive (e.g. Portcullis [16], TVA [17], and SIFF routrs approacthe ASigns dsjoint flwsy toa eacl heo h
[18]). Senders obtain the capabilities, which are short-term routerse withi the saSe inesuchanayio thast al tesfow
authorizations, from the receivers and put a stamp on their flointede forl the samped adestintinhost (Dlyestnto
packets. However, granting capabilities is an important floeoding) will efbe , samped andofrterlatinalyedtateth
challenge which is addressed by the source authentication fosamesrotier. tohereoe thme mcorrelcatin betwe those
system on recent proposals (e.g. Passport [19] TVA+ [13]). flow spdestfine touther sm.ahn anb atrdb
Nevertheless, when attackers can get capabilities fromthtseicroe.
colluders, the capability approaches are ineffective [20]. 0 Consequently, each router within the AS can sape,

Most of the HIPSs are not capable of detecting and analyze, and respond to DDoS attacks, as nea( a

responding to the attack traffic properly. They cannot possible to the source and before attack flows getna

accurately detect and respond to the attack at the source or stop the destination; hence, reducing the amounto

the attack before it reaches the victims. Therefore, NIPSs ineffective resource consumption.

propose to address this problem and to help HIPSs to do their There are approaches in the literature in which victimscn
job accurately. NIPSs are deployed inside the networks, e.g., on effectively stop DDoS attacks after perfect detection (e.g. AT
the routers [7]. Detecting attack traffic and creating proper [14], Stop-it [13]). Our contribution will facilitateths
response to stop it at the routers is an ideal goal for network- app roaches in such a way that, responsible routers on apt
based approaches. However, it incurs high storage and can sample, detect and stop the attacks in addition t h
processing overhead at the routers if each router does victims' system and more importantly earlier than that.
redundant detection and response through the path to the
destination, which can present a significant burden. Various The rest of this paper is organized as follows. Secto2

researchers have proposed different approaches to reduce the discusses related work. Section 3 describes our propse

amount of storage and consumption of CPU cycles for collaborative intrusion detection and response design. Secto(

detection and response at the routers (e.g. Bloom filters [7] shows our simulation experiments and results. Sectio

[21], Packet sampling [22], etc.) but these approaches are not concludes the paper and presents possible future directions

sufficient when routers still do redundant jobs. Moreover, 11. RELATED WORK
reducing the amount of redundant detection and response
between the routers requires coordination among them. Various In this section we discuss work closely related to ourwok

communication protocols [1] have been proposed to coordinate Crety lwmntrnwihpoie a
attack detection and response. However, NIPSs that have been Curreinty flow mesonsitoig whpichll provies datfo
proposed thus far are not very effective and efficient because ideteneintl and resphonse,. isevr tyicll done cmltl
they incur huge communications overhead. The lack of indepndentflyw ionieahtoutr.n Howieverieit maysea to
adequate bandwidth during DDoS attacks may limit the redoundant flwcmnitoy kring and ineficen usve ofroute
protocol for communications and cause NIPSs to fail. resourcliedss. e Recetly Sekdiartet al ntoin [2] aeprponsed
Furthermore, one of the most important ways to detect DDoS ceontralzdsse thaoter corineates monitorin rsponsiilties
attack is to find the correlation between different flows ampongallche rouifcaters inreaAsean they show thatei
intended to the same destination. Current NIPSs are capable of capprachlisignificatly inctwrease The flowdmonitoring
finding this correlation either at the destination or central ly at canp) abilities of]ha they newrk.pThe Corinatedsapln
each of the ASs on the path. The former cannot detect and (Cap)proc[2]ttthyrpseimt:
respond early enough to prevent resource consumption along 1) Provide higliflow coverage
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Fig. 1. Collaborative Intrusion Detection and Response Approach.

The optimization engine of CSamp uses the traffic matrix to sampling the traffic among all the routers in a path(wti

and the routing information as an input in each sampling period the AS). Similar to CSanip, we do not exploit any speii

to compute the optimized distribution of sampling communication protocol to achieve coordination amongalth
responsibilities among allI the routers within the AS. The output routers toward eliminating redundant sampling, detectionad

of the optimization engine is then translated into sampling response tasks. Furthermore., to address the second limitatino
manifests or a list of hash ranges for each flow and then CSamip, we cover all the flows within the AS in our apprac

manifests are sent to all the routers within the AS. by relaxing the router constraints. We believe that witth

The idea of reducing duplicate measurements in the development of fast memory, better processing capacityan

network has been introduced earlier in [21]. CSamp adds two contraitsecren tt of thear routers' israsnbe.aHoweve, welplant

features to the idea of [21]. First, CSamp considers resource eondtait our approuesi esnbe oeew

constraints on the routers. Second, CSamp uses hash-based exten orapoach in future to consider and explore hs

sampling to obtain coordination among all the routers within cosritanthrefcsonurdiginep.
the AS without any explicit communication. 111. COLLABORATIVE APPROACH To FACILITATE

CSamp has some limitations for an ideal NIPS: INTRUSION DETECTION AND RESPONSE

1) ~am asume tat he etetio ad rspose illbe In this section, we present our proposed scheme; Figue1
1) C Im assme tha the deeto and repos wil be __ _4- : _ illustrates the overall idea of the scheme.



center/s so that it/they can update the responsibility lists SymbolMeng

promptly for future sampling periods. Total number offlows int path i with the DesI

Routing information will also be updated through flow-eqa o

based monitors such as OSPF monitor [24]. For clarity of our ________ Total niumber of 'flows hin paht

design, we will first describe the assumptions we make, then nTotal number of flows ini all the paths

we present our setup process to provide data needed to feed to_________________

our assignment/optimization problem we formulate below and R Set qf all the routers

finally the network-wide assignment/optimization formulation
itself.R Set of all the routers lie oni path

A. Assumptions IThe enttire DestlPs withini the AS

We make the following assumptions in our design: llTotal tuwuber of DestIPs withini the AS

" All the routers within each AS can detect the destination P Set of all the paths withini die AS
flooding attacks, depending on the number of correlated
flows they can sample. There are several approaches IPt Total niumber ofpaths withini the AS

proposed in the literature to detect DDoS attacks at theDe iarYq1.teiiedshaio I
router level [7]. Although ASs closer to the victim will DsA rai fteetr etnto ~
catch more attack flows to have more accurate detection, DeThe!"h eleme'it of Des presents the number~

we believe it is possible and more efficient to detect Depaths hin which DestIPj appears

some of those flows and stop them earlier at ASs closer
to the source. jComnmon Set of all the DestlPs which occur hin at leattw

" The traffic matrix and the routing information of the L=II .,LR

network are available to the ASs. L WHere, Lk. E L and represents die nmber o

" Flow sizes are the same for all the flows in ourpahhiwchruekapas

approach. As we mentioned earlier, we also relaxed the R( """""" Set of all the routers that occur ini at leasmw

routers memory constraints.pah

* Our approach facilitates detection approaches to cover Total load Total number of flows assignied to the routr

destination flooding attacks. We do not cover link Toa ibrof flows / Total number of'rotr

flooding in our current version. Balanced load Ttliubr(Withini the AS)

B. Setup) Process The set of all the routers which occur in at least twopah

Table I lists the notations used to describe the design of our (Rco"`?1l11 ) can be found through a pseudo code given -in'Fiur

approach. We will also define them when we refer to them for 2.
the first time. There are five sets that should be initialized as
the inputs for the assignment/optimization formulation in the TABLE 1. NOTATIONS USED

centers of the AS. Set of all the routers (R), all the paths (P), TBE1. AALBEDT HOG H OTN NOM
and the entire destination INs (DestlPs) (J) are directly TBEI. A NALAL DTAE THROUGHC MTHEROUIGIXOMTO

available through the traffic matrix and the routing information.
As we mentioned earlier, each OD-pair is characterized by its Routers lie on the DetP Numiber

router level path i and the number ni of IP flows of that path in Path i pathi i((j) of Flows

each measurement duration (e.g. five minutes). Each path i, haspahi('

a sett of rouiters Ri (Ri C: R), that lie on it. Each flow has a I R1, R2, R3 192.168.0.1 4



element of Des presents the number of paths in which DestiP] C. Assignment/Optimization Formulation

appears. Our objective is to minimize the gap between the load, o

all the routers within the AS and the balanced ideal load.W

define the balanced ideal load as follows:

Algorithm for Generating set of R""'no TABLE Ill. THE PARAMETER VALUES FOR 10 REAL-WORLD TOPOLGE

1. for each router kERdo Number of Maxv Max
2. LkO AS # Name Routers Number of Number of

3. end for (R) Paths (P) DestlPs

4. for each path p EP do 121 Teistra 35 10 5 0

5. for each router k in path p do I(Australia) 35 10 5 0

6. Lk ++ 1239 Sprintlink 471 220K 342 x 106

7. end for 
Ebone

1755 (Europe) 133 17K 96 x 106
8. end for (Europe)_____

9. for each router k ER do 7018 AT&T (US) 487 237K 354 x106

10. if L4. > I then

11. R Common (- R Commfon U k 3356 Leve13 (US) 624 389K 453 x 10~

12. end if 2914 Verio (US) 869 755K 632 x106

13. end for Tiscali

Fig. 2. Set of all the routers which occur in at least two paths (RConlnon 3257 (Europe) 247 61 K 179 x 106

3967 Exodus (US) 157 24K 114 x106

4755 VSNL (India) 11 121 8 x106

Algorithm for Generating set of jcommo 6461 Abovenet (US) 357 127K 259 x 106

1. for each DestlP EJ do

2. Desi= 0 _ ipn

3. end for Balanced Load -- (I)
4. for each pathpEP do

5. for each DestiP] in path p do Furthermore, we define total number of flows assigndt
6. Des 1 ++ router k by:
7. end for

8. end for Total loadk =>Ll Z n'i* Xijk VkERC(2)
9. for each DestiPJ /E J do

10. if Des,> I then Where,

1. f ontmon < jeolninlon U Xq 1 if f lows wit I the DestiP j of Path i are assigned to rouea

12. end if 0j -t Otherwise

13. end for Hence our objective is:

Fig. 3. Set of all the DestlPs which occur in at least two paths (JCommon 71I)oa od aacdLa

Generating the sets j'Omrno and Rcom"lo'l have the time Weifomulae al~ LierPorm ig (Pko u

complexity O(IPI*IRI) and O(IPI*III) respectively, in which P asinent/optm izateioneas frollows. n We Lhav fed L

is the total number of paths, R is the total number of routers,) formulationoinitheacenters witlthoses. We halread creatdi

and DestIP is the total number of different destination INs. themusetuppoces and the outrswtcomhe willbe thread reposbiite

Table ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~1 -I shows the wors cas values of- RP4n-etP fr aho h otrsb iiiigorLoa- aacn



i' +~ * X=g Z !2\ n' v R ( Then it assigns all the remaining flows to other routers wti

LJJIiiE~ +ij kk RI 1 8 the AS in such a way that it satisfies the load balancn
objective which is to minimize the gap between the loads o l

4, Z2 > oý vk c R (9) the routers within the AS and the balanced ideal load.

X1ik E fO,1}, Vi E P,,Vj E J9 Vk E R (10) Total numiber offlowsz 62Pah2(:,3,R,15
Total number of routers = etPat A CR D3 E4 5
Balanced ideal load =6215 c 1 # Flows-u-1 6 5 9 Path I (RI, R3V, P4 S

Here, we briefly explain each of the constraints in our LP Pah3(3 4 1)DestiP D and E MOstP=A B C

formulation. Pt343,1415) with 549 A 4iowsz 7 a

# Flowsz 10 'R2. R1

(4) Ensures that for each path and all DestiPs of the flows DestIP B with

thtoccur in at least two paths., all those flows with the Dsflo A wit . . 3 flows

thate DestIP should be assigned to exactly one of the Cmo otr

common routers, i.e. flows with the same DestiP cannot
be split among common routers.

(5) This constraint ensures that all the flows' DestlPs of all 1stI;. C? flwith5

the paths will be assigned to the routers lie on that \. estli' Gwit

particular path. This constraint at the same time ensures 'ýfiow~ol

that all the flows with the same DestIP will be assigned
to exactly one router, and cannot be split among Fig. 4. Sample run of our assignment/optimization formulation

common routers.

(6) It ensures that flows with the same DestIP in different chancesarer toas thoe flostiwaith the sames destinatione

paths will be assigned to only one of the common toace the ommonignthsflwwihheam sini

routers of those paths. tthcomnrouters. Hence, there might be no commo
router among all the paths to the same destination at the ~

(7) This constraint ensures that all the flows of the closer to the source. In that case, our approach just fulfil h

particular path will be assigned to the routers on that load balancing objective and assigns all the flows evnl

path. In other words, the total number of flows in a among all the routers within those ASs. As we mentoe

particular path that are being assigned to the different earlier, it is still worth to detect a fraction of attack flowand

routers should be the same as the total number of flows stop them earlier at ASs closer to the source.

in that path. IV. EXPERIMENTAL RESULTS

(8) This constraint enables us to avoid a nonlinear objective I hsscin edmntaehww mlmn
function that includes absolute values; we impose these asign ths ection, we demi onstrateiow wein implemete ou r
constraints using the variables defined in (9) so that the gawassgnet/opteifization fomtion uesinglCPLEX. our mai

resltig ormlatonis iner.formulation. We have considered three real-world topolge

(9) Z4, Z' are two positive variables we defined for each nml SL(ni) bn Erp) n TT(S.I

router k to implement absolute function in our objective each topology we assume:
function (i.e. these variables are used to liberalize the I-Hloftemxumpsienmbrfpah
objective function of the model). 1- rHafeofthed maimu possibl numbe of. pahsaredpreentd i TbleIII(eg. 60 paths for VSNL (Inia)

(10) Shows that the decision variables (Xijk ) are binary 2- Half of the maximum number of flows (e.g. 4 milo
variables. flows for VSNL (India)).

The- outom of ou LPfruainpoieDh otr' 3 afo tedsiainIsocri tlattopts



We have also increased the number of common DestiPs in Facilitating routers within the AS to cover link flooding atak

each topology in our measurement, in order to see if it affects that aim to congest a link or disrupt all the communicationvi

the performance of our approach drastically. The outcome of that link (e.g. sending attack packets to a range of destinto

our measurements showed that the number of common DestlPs, addresses or a subnet) is a future endeavor.
does not affect the performance of our approach. AKOLDMN

TABLE IV. THE TIME FEASIBILITY FOR 3 REAL-WORLD TOPOLOGIES Special thanks to anonymous reviewers for their insigtu
Numbr ofRoutrs Tme (ec.) comments and feedback. This work has been supported byS

Topology Nubro otr is Sc)award CCF- 0720737.
VSNL (India) 11 1.13
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