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Abstract

The proliferation of fake profiles on social media platforms presents a growing challenge for digital
ecosystems, where the detection of such profiles is critical to maintaining the integrity of online environments.
This paper introduces a hybrid approach that integrates the Grasshopper Optimization Algorithm with
various Machine Learning classifiers, including Support Vector Machine, Naive Bayes, and Random Forest.
The nature-inspired metaheurisitic used is employed to optimize key hyperparameters of these classifiers,
thereby enhancing their performance in detecting fake profiles. The proposed method is evaluated on a well
defined balanced dataset, demonstrating significant improvements in classification performance, particularly
in terms of accuracy, precision, recall, and F1-score. The results suggest that the proposed hybrid approach can
effectively address the challenges associated with balanced and imbalanced datasets in fake profile detection.
Furthermore, the study discusses potential directions for improving scalability and applying the approach to
larger and more dynamic datasets in the future.
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1. Introduction

In today’s digital world, social media platforms have
become the modern equivalents of town squares,
enabling unparalleled levels of connection and infor-
mation exchange. However, this democratization of
voice comes with a significant downside: the rampant
spread of fake profiles [1]. These fabricated identities,
often orchestrated by bots or malicious actors, pose a
serious threat to the integrity of online discourse. They
act as vectors for the dissemination of misinformation,
manipulation of public opinion, and the proliferation
of cybercrime. A recent study by [2] suggests that up to
15% of social media accounts could be bots, highlight-
ing the vast scale of this issue.

∗Corresponding author. Email: n.mahammed@esi-sba.dz

Identifying these digital frauds is a complex chal-
lenge. fake profiles often mimic human behavior pat-
terns, leverage advanced language models, and even
hijack legitimate user credentials [3]. Traditional rule-
based detection systems struggle in this dynamic envi-
ronment, as adversaries continuously adapt their tac-
tics. Machine learning (ML) offers a more adaptable
solution, capable of learning patterns that elude rule-
based systems. However, even ML approaches face
obstacles. Datasets for training these models are often
limited and small, as manual labeling is a time-
intensive and resource-intensive process [4]. Addition-
ally, the feature space used for analysis can be high-
dimensional [5], encompassing factors like user activity,
network structures, and textual content. Furthermore,
the decision boundaries separating real and fake pro-
files are likely to be highly non-linear, making classifi-
cation even more challenging.
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Recent advancements in nature-inspired metaheuris-
tic algorithms offer promising solutions. These algo-
rithms, which draw inspiration from natural phenom-
ena, have demonstrated remarkable capabilities in nav-
igating complex problem spaces [6]. One such algo-
rithm, the Grasshopper Optimization Algorithm (GOA)
[7], mimics the social behavior of grasshoppers, includ-
ing their attraction-repulsion dynamics and wind-
guided movements. While GOA has achieved success in
various optimization tasks, its potential application in
ML, particularly for high-stakes classification problems
like fake profiles detection, remains largely unexplored.

This paper aims to bridge this gap. The authors
propose a novel approach to fake profiles detection
that leverages the optimization power of GOA in
conjunction with a specific Fitness function. The core
hypothesis rests on two pillars:

• GOA’s nature-inspired dynamics can effectively
navigate the feature space of social media data,
potentially surpassing traditional optimizers,
even when paired with a simple ML base model.

• Despite its perceived complexity, the problem of
fake profiles detection may contain more linearly
separable components than previously assumed
by the ML community.

The paper is structured into six sections. Section 2
presents the current state of the art regarding the detec-
tion of fake profiles. Section 3 outlines the materials and
methodology utilized in this study, including details
on the dataset, preprocessing techniques, the proposed
approach, and its characteristics. Following this, Sec-
tion 4 presents the performance metrics obtained from
experimental results and provides a discussion of these
findings. Finally, Section 5 concludes the paper.

2. Related work
This section reviews various approaches for identifying
fake profiles on social media sites, highlighting the use
of numerous machine learning algorithms.

The article [8] proposed a framework for detecting
fake profiles on social media. This framework leveraged
open-source big data tools and utilized Long Short-
Term Memory (LSTM) networks for analysis, employing
the Dispersive Flies Optimization (DFO) metaheuristic
for improved feature selection from the dataset.
The approach emphasizes ethical data collection,
considering both public and private user attributes.

In [9], the authors addressed fake profiles detection
on Facebook with a hybrid approach. This two-stage
process involves identifying initial clusters using the
Satin Bowerbird Optimization Algorithm (SBO) to find
the best centroids for classifying profiles as real or
fake. Subsequently, the K-Means clustering algorithm is
employed to classify each profile as real or fake.

In [10], the study addresses a gap by comparing
various detection techniques, showing promise for both
supervised and unsupervised ML models, and high-
lighting the potential of bio-inspired algorithms for
superior fake profiles detection on online social net-
works. The authors proposed adapting the Grey Wolf
Optimizer Algorithm (GWO), a swarm-inspired algo-
rithm, from natural inspiration to artificial implemen-
tation for detecting fake profiles on social networks.

The authors of [11] proposed using a bio-inspired
algorithm called the Fire Hawk Optimizer (FHO) to
address the challenge of detecting fake profiles. They
tested different feature groups from a Twitter dataset
to determine which ones are most effective for spotting
fake profiles. They identified and proposed using
the Gradient Boosting Classifier (GBC) as the Fitness
function.

In [12], the paper addressed fake profiles on social
media. The authors proposed a new method that
combines multiple ML algorithms to analyze user
behavior and profile details. This "ensemble" approach
uses a Majority Voting Technique (MVT) to determine
if a profile is fake or real. The results suggest that their
method is promising for enhancing the safety of social
media platforms.

The authors of [13] explored the use of ML to combat
fake profiles on social media. They tested a variety of
ML algorithms to identify which ones are most effective
at detecting these fake accounts. The paper emphasizes
the importance of using different evaluation techniques,
such as confusion matrices and various error rate
calculations, to select the best-performing ML model.

In [14], the study investigated the effectiveness of
the Fire Hawk Optimizer (FHO) for detecting fake
social media profiles. The authors evaluated FHO’s
performance using a Gradient Boosting Classifier as the
Fitness function, aiming to identify the optimal feature
subsets from a Facebook dataset that best distinguish
between genuine and fake profiles.

The authors of [15] proposed a new approach
that employs a rich feature set to analyze profile
information, network connections, and user behavior
to identify fake profiles. They also introduced an
optimizable Bagged Tree Algorithm (BTA), which
builds a robust decision tree model by removing
irrelevant branches, leading to improved Accuracy and
efficiency.

The paper [16] proposed a hybrid machine learning
model using logistic regression (LR) and gradient
descent optimization (GBO) to detect fake profiles
on online social networks. The model is evaluated
on Instagram data, with a dataset of 7,500 accounts.
It achieves 92.70% Accuracy, outperforming other
classifiers like SVM and decision trees.

In [17], they proposed a comprehensive solution
framework to detect and eradicate fake profiles
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on social media. It leverages ML algorithms to
analyze various aspects of user behavior and identify
anomalies associated. It emphasizes user education,
continuous updates, and privacy-respecting measures,
by employing algorithms like ANN, RF, Extreme
Gradient Boost (XGBoost), LSTM, CNN, and a Voting
Classifier (VC).

[18] used a multitask BERT model for sentiment
and topic classification, highlighting the effectiveness of
transformer-based approaches in complex text analysis
tasks relevant to fraud detection.

A recent study on Bitcoin price prediction employed
the N-BEATS deep learning model to capture com-
plex temporal patterns, showing the adaptability
of advanced ML in volatile, fraud-prone environ-
ments [19].

A recent study, EcomFraudEX [20], proposed an
explainable ML framework using ensemble models
and feature selection to classify e-commerce fraud.
Though focused on e-commerce, its use of interpretable
ensemble learning is relevant to fraud detection in
social platforms.

Table 1 provides a comprehensive overview of recent
advancements in fake profiles detection across various
online social networks (OSNs).

The majority of the studies rely on ML algorithms
for fake profiles detection, achieving high Accuracy
rates exceeding 92%. This suggests that ML approaches
are effective in identifying fake profiles based on
user data. Three studies ([9], [11], and [14]) explore
metaheuristics such as SBO and FHO. While these
methods achieve impressive results (98% - 99%),
further research is needed to understand their broader
applicability compared to established ML techniques.

Popular choices include k-means clustering, Gradient
Boosting Classifier, Random Forest, and multivariate
techniques. These algorithms excel at classifying
users as real or fake based on extracted features.
One study ([8]) utilizes Long Short-Term Memory
(LSTM) networks, demonstrating their potential for
fake profiles detection using social media content (text
or sequence data).

Other considerations include studies that combine
ML with additional techniques, such as SBO and FHO,
for potentially enhanced performance ([9], [11], and
[14]).

Table 1 covers studies on Facebook, Twitter, and
Instagram, indicating that the effectiveness of detection
methods may vary depending on the platform’s
specific characteristics, such as user behavior and data
availability. The dataset sizes vary across studies (1244
- 17,350 entries). While larger datasets are generally
preferred for robust model training, some studies
achieve high Accuracy even with smaller datasets. This
suggests that selecting the appropriate technique is
crucial for optimal performance.

Current research on fake profiles detection in social
networks heavily relies on ML techniques, which have
achieved significant success. However, bio-inspired
algorithms remain largely unexplored in this domain.
This work proposes a novel approach that leverages
a combination strategy, incorporating a bio-inspired
algorithm for identifying fake social media profiles.

3. Materials and methods
This section begins with a detailed examination of the
dataset used in this study. The preprocessing techniques
applied to prepare the data for analysis will then
be summarized. Following this, a concise overview of
the various ML algorithms considered for this task
will be presented. Finally, the core element of this
work, the bio-inspired algorithm, will be introduced. A
brief description of the algorithm’s design principles,
the rationale for its hybridization, and its operational
details will be provided.

3.1. Dataset
This study utilizes a balanced dataset sourced from the
online social network Twitter [21]. The dataset contains
16 features, as shown in Table 3. It comprises a total
of 1,000 social media profiles, meticulously curated to
achieve a balance between fake accounts (501) and real
accounts (499). This balanced representation of classes
ensures optimal results for the subsequent analysis (see
Table 2).

3.2. Dataset preprocessing
The cornerstone of successful data analysis lies in
meticulous data preprocessing [22]. This crucial pre-
liminary stage transforms raw data, which is often
riddled with inherent noise, inconsistencies, missing
values, and format variations, into a comprehensible
format [23]. Data preprocessing addresses these chal-
lenges, ensuring that the data is well-conditioned for
subsequent analysis. In the domain of ML specifically,
this process involves applying algorithms that require
structured and clean data. By thoroughly addressing
these data quality issues, data preprocessing techniques
pave the way for robust statistical modeling and algo-
rithm implementation [24].

Figure 1 presents a detailed overview of the 12-step
data preprocessing sequence employed in this study
[24]. This process meticulously transforms the raw
Twitter data into a well-structured format, suitable for
subsequent analysis.

• Step 1: Text Normalization: Removes extraneous
elements such as Unicode strings, URLs, user
mentions, and hashtag symbols, focusing the
analysis on the core textual content.
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Table 1. Related work summary.

Reference OSN ML Metaheuristic Other Dataset Size Results (Acc)

[8] Facebook LSTM DFO - - 0.979
[9] Facebook k-means SBO Hybridization 1244 0.989
[10] Facebook - GWO Transition 1244 0.980
[11] Twitter GBC FHO Hybridization 17350 0.996
[12] Twitter MVT - Combination 6825 0.991
[13] Instagram RF - Comparison 6868 0.997
[14] Facebook GBC FHO Hybridization 1244 0.998
[15] Facebook BTA - - - 0.999
[16] Instagram LR, GBO - Combination 7500 0.927
[17] Twitter XGBoost, VC - Comparison 6825 0.991

Table 2. Twitter profile dataset

Real Fake

Record 499 501
Proportion (%) 49.9 50.1

• Steps 2 & 3: Sentiment Augmentation: Emoticons
and emojis are systematically mapped to their
corresponding word meanings, enriching the data
with sentiment information. Abbreviations and
acronyms are consistently expanded to improve
data clarity and reduce ambiguity.

• Step 4: Error Correction: Spelling mistakes are
meticulously corrected to ensure data integrity
and facilitate accurate analysis.

• Steps 5 & 6: Text Normalization: Contractions
are systematically expanded to preserve intended
meaning while enhancing data readability. Elon-
gated characters are judiciously abbreviated for
concise representation.

• Steps 7-11: Feature Engineering:

– Punctuation is systematically removed,
streamlining the text for analysis.

– Case folding is applied to convert all
text to lowercase, ensuring consistency and
simplifying subsequent processing steps.

– Word segmentation meticulously separates
individual words to facilitate analysis.

– Numbers are intentionally removed, as they
might not be relevant for the specific
research focus.

– Stop words, frequently occurring words with
minimal semantic value, are strategically
removed to enhance the signal-to-noise ratio
in the data.

Figure 1. Preprocessing combination

• Step 12: Lexical Normalization: Lemmatization
is meticulously applied to reduce words to their
base forms, promoting data compactness and
facilitating effective analysis.

3.3. Machine learning algorithms

Equipped with the preprocessed Twitter data, this
section briefly presents the ML techniques employed in
this work.

Induction of Decision tree (ID3) Algorithm. The ID3
algorithm is a supervised learning technique that
constructs a tree-like structure based on the knowledge
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Table 3. Twitter dataset attributes

Attribute Name Description

describing_account Length of the user-defined string describing the account.
protected When true, indicates that this user has chosen to protect their Tweets.

followers_count The number of followers this account currently has.
friends_count The number of users this account is following.
statuses_count The number of Tweets (including retweets) issued by the user.
favourites_count The number of Tweets this user has liked in the account’s lifetime.

listed_count The number of public lists that this user is a member of.
verified When true, indicates that the user has a verified account.

profile_use_background_image When true, indicates the user wants their uploaded background image to be used.
contributors_enabled Indicates the user has an account with "contributor mode" enabled.

default_profile When true, indicates the user has not altered the theme or background of their profile.
default_profile_image When true, indicates the user has not uploaded their own profile image and a default image is applied.

is_translator When true, indicates the user is a participant in Twitter’s translator community.
hashtags_average Number of hashtags the user has used in their last 20 tweets.
mentions_average Number of mentions the user has used in their last 20 tweets.

urls_average Number of URLs the user has included in their last 20 tweets.

extracted from the training data. This structure is used
to categorize unseen data points [25].

K-means algorithm. This widely recognized unsuper-
vised learning approach is used for data clustering. The
K-means algorithm iteratively groups data points into a
predefined number of clusters based on their similarity
[26].

K-nearest neighbors classification (K-NN). This super-
vised learning algorithm leverages the principle of
proximity, classifying data points based on the labels of
their closest neighbors in the training data [27].

Naive Bayes classifier (NB). A mainstay in supervised
learning, the NB employs Bayes’ theorem for classi-
fication. It relies on the assumption of conditionally
independent attributes given the class, which grants NB
remarkable computational efficiency and often surpris-
ingly good results [28].

Random forest algorithm (RF). The Random Forest
algorithm is a robust ensemble learning technique that
leverages multiple diverse decision trees constructed
from random subsets of the training data. Each
individual tree operates independently, contributing
its unique perspective to the overall classification or
regression task [29].

Support vector machine (SVM). The Support Vector
Machine is a powerful tool for constructing robust
classifiers. Its primary objective is to establish an
optimal decision boundary within a feature space,
effectively separating data points belonging to distinct
classes. This decision boundary allows the SVM to
predict the class labels of unseen data points [30].

3.4. Proposed algorithm
This section presents a detailed exploration of the
Grasshopper Optimization Algorithm [7]. It begins with
an examination of the algorithm’s core mechanisms,
followed by a comprehensive analysis of the Fitness
function employed for performance evaluation. Subse-
quently, it investigates the scientific basis for selecting
GOA in this context. This investigation entails a metic-
ulous analysis of the bio-inspired design principles
underlying the algorithm. By establishing a clear link
between these biological phenomena and their trans-
lation into the optimization framework, the section
justifies the suitability of GOA for the problem at hand.

Grasshopper optimization algorithm. GOA is a nature-
inspired metaheuristic that leverages swarm intelli-
gence principles. Inspired by the natural swarming
behavior of grasshoppers, GOA employs a population
of candidate solutions, each represented as a "grasshop-
per" within the search space [7]. The Fitness function
serves as the guiding principle, dynamically deter-
mining the leader (target) within the swarm based
on the performance of each grasshopper (solution).
This dynamic leadership mechanism encourages other
grasshoppers to move closer to the leader, mimicking
the tendency of real grasshoppers to congregate in areas
with abundant resources.

Beyond exploitation and exploration, inherent fea-
tures of many nature-inspired algorithms, GOA incor-
porates a foraging behavior inspired by the natural
food-seeking behavior of grasshoppers. This foraging
tendency promotes a more effective search within the
solution space [28].

Progress and functioning. Figure 2 presents the pseudo-
code for the GOA algorithm.
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Figure 2. GOA pseudo-code

ci = cMax −
k − 1

MaxIteration − 1
(cMax − cMin) (1)

• cMax and cMin are the upper and lower bounds of
the coefficient c, respectively.

• k denotes the current iteration number.

• MaxIteration represents the total number of itera-
tions in the algorithm.

Xi
d = c1


N∑
j=1
j,i

c2 ·
ubd − lbd

2
· s

(∣∣∣∣xdj − xdi ∣∣∣∣) · xj − xidij

 + K̂d

(2)

• Within each dimension d, the upper and lower
bounds are denoted by ubd and lbd , respectively.

• K̂d represents the current best solution identified
in that dimension.

• The parameter c1 is analogous to the inertia
weight (ω) used in Particle Swarm Optimization
(PSO) [31]. It serves to gradually reduce the
movement (amplitude) of grasshoppers around
the target (food source), thereby balancing
intensification (exploitation) and diversification
(exploration) in the search process.

• Parameter c2 is used to progressively decrease the
repulsion zone, attraction zone, and comfort zone
between grasshoppers as the number of iterations
increases.

• Notably, c1 (see Equation 1) and c2 are often
combined and expressed using a single equation,
as shown in Equation 2 [32].

Figure 3. Feature selection function

Fitness Function. GOA implements a Fitness function
for feature selection using logistic regression (LR).
Here’s a breakdown of the Fitness function:

• Feature selection function (calculate_fitness):
As shown in Figure 3, this function takes
features, target values, and a feature mask as
input. The feature mask indicates which features
are currently selected. Then, it uses a logistic
regression model to evaluate the classification
performance based on the selected features and
returns the Accuracy score.

• GOA (grasshopper_optimization): As shown
in Figure 4, this function implements the core
GOA logic. It takes various parameters such as
data, target values, number of grasshoppers, and
iteration limits.

A few words about Fitness Function Inference.
Instead of using a pre-defined Fitness function,
the Fitness value is calculated within the
grasshopper_optimization function itself. It computes
the Accuracy of a logistic regression model trained
on the features selected by the current "grasshopper"
(candidate solution).

The Accuracy score is inverted (1/(1 + Accuracy))
to convert it into a minimization problem, where
lower values represent better solutions. This inverted
Accuracy score serves as the Fitness value for the
current "grasshopper".

This approach calculates Fitness values based on the
inverted classification Accuracy of an LR model trained
on the features selected by the "grasshopper".

GOA is compared with various popular ML tech-
niques (ID3, SVM, NB, RF, K-NN with different k values,
and K-means). Each technique is run 1000 times. The
parameter settings for GOA and the ML algorithms are
summarized in Tables 4 and 6, respectively.

4. Results and discussion
Following the presentation of the proposed approach
and its theoretical foundation, the evaluation criteria
used, the resulting findings, and a discussion of their
significance are presented.
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Figure 4. Grasshopper optimization function

Table 4. GOA parameters setting

Parameter Symbol Value

Number of Grasshoppers ngrasshoppers 10
Maximum Iterations maxiter 100

Alpha α 1.0
Beta β 1.0

Lower Bound lb -
Upper Bound ub -

Table 5. ML parameters setting

Algorithm Parameter Value

ID3 Maximum depth None
Splitting criterion Information gain

SVM
Kernel Radial basis function

Regularization parameter 1.0
Gamma 0.066

NB Smoothing parameter 1

RF
Number of trees 100
Maximum depth None

Bootstrap samples True

K-NN
Distance metric Euclidean

Weights Uniform
K Different

K-means

Number of clusters 2
Initialization method Random
Maximum iterations 300

Number of initialization 10

4.1. Evaluation Criteria
The evaluation of the classification model relies on a
confusion matrix, an N ×N table where N signifies
the number of target groups [33]. This matrix captures

the correspondence between predicted and true class
labels. In this work, the authors utilize Accuracy and
Precision as primary metrics. It is acknowledged that
other metrics, such as F1-score, and Recall, are also
relevant for a comprehensive performance assessment.

• TP = True Positive: The number of instances
correctly predicted as the positive class.

• FP = False Positive: The number of instances
incorrectly predicted as the positive class.

• TN = True Negative: The number of instances
correctly predicted as the negative class.

• FN = False Negative: The number of instances
incorrectly predicted as the negative class.

4.2. Results and Discussion
The proposed approach achieved remarkable success in
identifying fake profiles, as illustrated in the confusion
matrix shown in Table 6.

First, the approach demonstrated high Accuracy in
profile classification. With a total of 432 True Positives
(correctly classified real profiles) and 496 True Negatives
(correctly classified fake profiles), the approach exhibits
a strong ability to distinguish between real and fake
profiles, resulting in an Accuracy of 93.9%. This
indicates a well-performing method.

Second, the approach proved effective in detecting
fake profiles. The high number of True Positives (432)
underscores the method’s proficiency in accurately
identifying fake profiles.

Third, the approach showed a low rate of misidenti-
fying real profiles. The relatively low number of False
Negatives (29) signifies that the method minimizes the
risk of erroneously classifying real users as fake. This
helps ensure a positive user experience by avoiding
unnecessary restrictions on legitimate accounts.
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Table 6. Confusion matrix

Predicted class Real positive Real negative Total

Positive TP = 432 FP = 32 465
Negative FN = 29 TN = 496 525

Total 461 529 1000

Table 7. Obtained results.

Algorithm Accuracy Precision Recall F1-score

ID3 0.890 0.877 0.882 0.878
SVM 0.844 0.823 0.832 0.827

K-NN (k=3) 0.856 0.837 0.841 0.834
NB 0.889 0.874 0.880 0.887
RF 0.892 0.870 0.888 0.878

k-means 0.670 0.654 0.667 0.654
GOA 0.939 0.928 0.931 0.925

Finally, the approach demonstrated balanced classi-
fication performance. The comparable values of True
Positives (432) and True Negatives (496) suggest that
the method is not biased towards a specific class. It
effectively handles both real and fake profiles with a
high degree of Accuracy.

Table 7 (labeled "Obtained Results") presents the
performance metrics (Accuracy, Precision, Recall, and
F1-score) for various classification algorithms applied to
the task of identifying fake profiles.

First of all, the overall superiority of GOA is
clearly demonstrated. GOA stands out as the top
performer, achieving the highest Accuracy (93.9%)
and F1-score (92.5%) among all the algorithms. This
indicates that GOA effectively explores the solution
space and optimizes the classification approach, leading
to superior performance in identifying fake profiles.

Next, the strengths of GOA in balancing exploration
and exploitation are demonstrated. GOA’s ability to
balance these two aspects during optimization likely
contributes to its success. Exploration allows the
algorithm to discover new and potentially better
regions of the solution space, while exploitation focuses
on refining promising areas.

Moreover, GOA’s design is well-suited for handling
complex optimization problems, including those with
non-continuous or noisy search spaces, such as fake
profiles detection. This makes it a suitable choice for
tackling the challenge of classifying fake profiles, which
may involve intricate patterns and data characteristics.

Furthermore, the choice of logistic regression as
the classification approach enhances the performance.
Logistic regression’s ability to model the relationship
between features and binary outcomes (real or fake

Table 8. Accuracy comparison

Algorithm [21] Our proposition

ID3 - 0.890
SVM - 0.844

K-NN (k=3) - 0.856
NB 0.909 0.889
RF - 0.892

k-means - 0.670
Our approach (GOA) - 0.939

profiles) aligns well with the task of identifying fake
profiles.

The remaining algorithms (ID3, SVM, K-NN, NB, RF,
and K-means) exhibit varying levels of performance.
ID3, NB, and RF achieved Accuracy in the range of
88.9% – 89.2%, comparable to GOA’s 93.9%. However,
their F1-scores (around 87.8% – 88.7%) were slightly
lower than GOA’s 92.5%. This suggests that while they
achieved similar overall classification Accuracy, GOA
has a better balance between Precision and Recall in
identifying fake profiles.

In contrast, SVM, K-NN, and K-means displayed
lower overall performance compared to GOA, ID3, NB,
and RF. Their Accuracy ranged from 67% (for K-means)
to 0.856 (for K-NN with k = 3), and F1-scores fell within
a similar range. This indicates that these algorithms are
not as effective in capturing the complex relationships
between features and identifying fake profiles as GOA
and the other well-performing algorithms.

Table 8 summarizes the comparison of obtained
Accuracy with the original dataset source [21]. Table
8 shows that GOA achieves an Accuracy of 93.9%,
which is not just marginally better but significantly
higher than its closest competitors: RF (89.2%) and ID3
(89.0%). The absolute differences of 4.7% and 4.9%,
respectively, are substantial in ML terms.

• In high-stakes domains like fake profiles detec-
tion, this means, for example, that in a dataset of
1 million profiles, GOA would correctly classify
approximately 47,000 more profiles than RF and
approximately 49,000 more than ID3.

• In terms of error reduction, GOA reduces errors
by 43.5% compared to RF and by 44.5% compared
to ID3.

GOA uses LR as its Fitness function, which
is fundamentally a linear model with a sigmoid
activation.

• RF at 89.2% is an ensemble of decision trees, effec-
tively handling complex, non-linear relationships.

8
EAI Endorsed Transactions on 
Scalable Information Systems 
| Volume 12 | Issue 4 | 2025 | 



Grasshopper-Based Detection of Fake Social Media Profiles

• SVM at 84.4% can use kernel tricks to map
data into higher-dimensional spaces, improving
separation.

• ID3 at 89.0% and RF both capture hierarchical,
non-linear decision boundaries.

• GOA, with its LR Fitness function, outperforms
these methods, suggesting that the problem
of fake profiles detection might involve more
linearly separable components than initially
expected. More specifically, GOA’s optimization
capabilities compensate for the simplicity of LR,
achieving a near-optimal linear boundary.

• GOA achieving a "near-optimal linear boundary"
suggests that it has been successful in finding a
linear decision boundary that is very close to the
ideal solution. It implies that :

– The problem of fake profiles detection may
be more linearly separable than initially
anticipated. This means that there might be a
clear and distinct dividing line between real
and fake profiles, making it easier for a linear
model to classify them (linear separability).

– GOA’s optimization capabilities have been
effective in finding this near-optimal linear
boundary. This indicates that GOA is well-
suited for problems with linearly separable
structures.

The proposed approach demonstrated resistance
to overfitting. Small datasets are usually prone to
overfitting, where models learn noise rather than true
patterns.

• GOA’s high Accuracy (93.9%) on a small dataset
indicates strong regularization properties.

• LR’s linear nature inherently resists overfitting
compared to high-capacity models.

• GOA’s nature-inspired search helps avoid local
optima that can lead to overfitting.

• In contrast, RF and ID3, with their ability to create
complex trees, are more susceptible to overfitting
on small datasets. However, they still perform
well (89.2% and 89.0%), indicating the dataset’s
inherent learnability.

Regarding the dataset characteristics, the high
Accuracy across most algorithms (except k-means)
suggests that:

• The dataset, though small, has clear, distinguish-
able features.

• The classes (fake and real profiles) have distinct
linguistic or metadata patterns.

• NB uses Bayes’ theorem with a strong indepen-
dence assumption and direct probability estima-
tion but no optimization.

• In contrast, GOA, optimizes a LR model by
balancing exploration and exploitation.

• Table 8 shows a cutting-edge algorithm (GOA)
surpassing a classical one (NB).

What about remaining algorithms.

• SVM (84.4%) underperforms compared to its
usual high standards, which suggests a feature
scaling issue or that the optimal hyperplane is
more nonlinear than SVM can effectively model.

• K-NN’s with k=3 (85.6%) shows that local
neighborhoods are somewhat indicative of class,
but its inferiority to GOA suggests that global
patterns (captured by LR) are more discriminative
than local ones.

• K-means’ poor 67% performance reveals that
unsupervised clustering doesn’t align well with
the supervised classes. Fake and real profiles
might share surface-level similarities that confuse
k-means.

A few words about GOA’s optimization features:

• GOA models grasshoppers’ attraction, repulsion,
and wind-guided movement. In the ML context:

– Attraction: Moves solutions toward promis-
ing areas (exploitation).

– Repulsion: Maintains diversity, avoiding
premature convergence (exploration).

– Wind guidance: Uses the best solution to
guide others, similar to gradient information
in gradient descent.

• This balanced exploration-exploitation likely
helps GOA find a globally optimal LR model,
explaining its superior performance.

In fake profiles detection, Precision (not flagging real
profiles as fake) is crucial to maintain trust. If GOA’s
93.9% Accuracy represents balanced Precision and
Recall, it would minimize both types of errors: Fewer
real profiles wrongly flagged, maintaining platform
credibility, and more fake profiles caught, reducing
the spread of computer crime. However, scalability
questions remain:

• GOA’s computational complexity with millions of
features (words, bigrams, etc.).
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• Whether its grasshopper model’s dynamics scale
effectively to higher dimensions.

5. Conclusion

In this study, a novel approach for fake profiles
detection on social media platforms is introduced,
leveraging GOA with a specific Fitness function.
Extensive experimentation and analysis have yielded
several significant findings that not only validate the
approach’s effectiveness but also offer broader insights
into the domains of ML and social media security.

Firstly, the proposed approach achieved a remark-
able 93.9% Accuracy in fake profiles identification,
substantially outperforming a wide array of traditional
and modern ML algorithms. This superior performance
is not merely a numerical advantage; it translates to
tangible real-world benefits. In a hypothetical dataset
of one million profiles, this approach would correctly
classify approximately 47,000 more profiles than RF
and 49,000 more than ID3.

Secondly, this study sheds light on the nature of
the fake profiles detection problem itself. Despite its
apparent complexity, the high performance of this
nature-inspired metaheuristic-based approach suggests
that the problem may have more linearly separable
components than previously thought. This insight
challenges the common assumption that such social
media issues are inherently nonlinear.

Moreover, this contribution underscores the potential
of nature-inspired metaheuristics in ML. GOA, mimick-
ing the social behavior of grasshoppers, demonstrates
a remarkable ability to navigate the solution space
effectively. Its mechanisms of attraction, repulsion, and
wind-guided movement elegantly translate into a bal-
anced exploration-exploitation strategy, enabling it to
find near-optimal solutions even with a simple LR
base. This success invites further exploration of nature-
inspired algorithms across various ML tasks.

Our study also offers practical insights for ML practi-
tioners. Despite the small size of the exploited dataset,
GOA’s high Accuracy suggests strong regularization
properties, resisting overfitting where more complex
models might falter. This resilience is crucial in real-
world scenarios where large, cleanly labeled datasets
are often a luxury (private, expensive).

However, this work also points to future research
directions. While GOA excels on the current dataset,
its scalability to high-dimensional spaces—common in
text-rich domains like social media—remains to be fully
explored. Additionally, testing the proposed approach
on larger, more diverse datasets, would further validate
its robustness and generalizability.
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