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Abstract

In cybersecurity field, identifying and dealing with threats from malicious websites (phishing, spam, and
drive-by downloads, for example) is a major concern for the community. Consequently, the need for effective
detection methods has become a necessity. Recent advances in Machine Learning (ML) have renewed interest
in its application to a variety of cybersecurity challenges. When it comes to detecting phishing URLs, machine
learning relies on specific attributes, such as lexical, host, and content based features. The main objective of our
work is to propose, implement and evaluate a solution for identifying phishing URLs based on a combination
of these feature sets. This paper focuses on using a new balanced dataset, extracting useful features from
it, and selecting the optimal features using different feature selection techniques to build and conduct a
comparative performance evaluation of four ML models (SVM, Decision Tree, Random Forest, and XGBoost).
Results showed that the XGBoost model outperformed the others models, with an accuracy of 95.70% and a
false negatives rate of 1.94%.
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1. Introduction

Cybersecurity is all about protecting, preventing, and 
recovering all the resources that use the internet from 
cyber-attacks which aim to steal, damage, or intrude 
into the personal or organizational confidential data [1]. 
Phishing attacks are one of the most prevalent threats 
to the whole internet community from individual 
users to large corporations and even service providers 
[2]. Phishing attacks can be defined as a cyber threat 
in which attackers take advantage of users through 
imitating legal original websites. They aim at stealing 
sensitive data like passwords and bank statements.

∗Corresponding author. Email: hamadouche.samiya@univ-
boumerdes.dz

The Anti-Phishing Working Group (APWG) con-
tributes individual reports on phishing URLs and ana-
lyzes the regularly evolving nature and procedures of 
cybercrimes. According to the latest report [3], corre-
sponding to the fourth quarter of 2022, APWG observed 
1,350,037 total phishing attacks. This was up slightly 
from the third quarter, when APWG recorded 1,270,883 
total phishing attacks. This was a new record and 
the worst quarter for phishing that APWG has ever 
observed. As illustrated in figure 1, looking across four 
years (2019-2022), APWG has seen steep increases, 
accelerating to more than 150% per year [3].

The principal reason beyond this notable rise is 
that malicious people exploited the widespread of 
COVID-19 pandemic. In fact, so as to restrain the 
periods of lockdown that foiled their ordinary daily 
tasks (work, shopping, studies, etc.), people all around 
the world had to turn to the Internet. As many services 
move online due to the pandemic, COVID-19-themed
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Figure 1. Phishing attacks growth from 2019 to 2022 (from [3])

cyber fraud is also growing. Therefore, the number of 
fake websites have been multiplied by cybercriminals 
so that they could deceive other victims. COVID-19 
has not only changed people’s overall behavior, but 
has also had a significant impact on psychological and 
mental health [4]. Thus, cybercriminals target victims’ 
psychological vulnerabilities, taking advantage of 
COVID-19-related anxiety by manipulating emotional 
instabilities to enable cyber fraud [4]. Indeed, in 
phishing attacks, the attacker preys on human emotion 
and the urge to follow instructions in a flow [1].

Phishing is so omnipresent in the internet world 
that it has become a constant threat [1]. This has 
led researchers to pay more attention to this research 
domain. Therefore, various defense approaches to 
protect users against the phishing attacks were 
developed. Blacklists, which are mainly a database 
of Uniform Resource Locators (URLs) that have been 
recognized to be malevolent, are traditionally used to 
detect phishing websites. This technique is extremely 
fast and very easy to implement. However, these lists 
are not complete and cannot identify new generated 
URLs [5]. To overcome these issues, machine learning 
put forward a practical solution by new techniques to 
combat cybercrime through artificial intelligence using 
adequate algorithms.

Indeed, as stated earlier, machine learning 
techniques are playing a crutial role in various 
cybersecurity applications. Mainly for early detection 
and prediction of different attacks and threats such as 
spam [6, 7], fraud [8–10], malware [11–13], phishing 
[14, 15], intrusion [16, 17] and software vulnerability 
exploitation [18, 19].
Machine learning approaches use a set of URLs as 
training data, and based on the statistical properties, 
learn a prediction function to classify a URL as 
malicious or benign. This gives them the ability to

generalize to new URLs unlike blacklisting methods 
[5].

The problem of detecting phishing URLs using 
machine learning techniques is not new but it is 
still relevant. It has been the subject of several 
research works (see section 2.3). However, the difference 
between the existing works lies in the way the 
problem was handled. It can be the variation of the 
extracted/selected features or even the used learning 
models.
In our present work, we address the same problem 
but from a different p erspective. T he k ey q uestion we 
target to answer is the following: "What is the impact 
of combining several categories of selected features on 
the performance of the different models (phishing URLs 
detection classifiers)?". T he k ey c ontributions o f our 
work are summarized as follows:

• We collected our data (phishing / legitimate
URLs) from different sources to build our own
balanced and cleaned dataset.

• A total of 39 features were extracted from the
constructed dataset (by parsing the URL or
crawling the website). All these features belong
to three different categories: lexical-based, host-
based, and content-based.

• Several feature selection techniques were applied
to select the most relevant ones for our problem.
Four different subsets were obtained and used to
evaluate the chosen classifiers.

• We conducted a comparative performance evalu-
ation of 4 models (SVM, Decision Trees, Random
Forest, and XGBoost) for classifying URLs as legit-
imate or phishing.

• We studied the impact of combining the content-
based features with the other ones (lexical-
based and host-based) on the performance of the
different classifiers. We were able to conclude that,
indeed, this combination of features allows us to
efficiently improve the obtained results (in terms
of accuracy and false negatives rate).

The rest of the paper is structured as follows. 
Section 2 recalls the general context in order to 
position our work. The proposed approach is discussed 
in section 3. Section 4 provides details about the 
implementation and analysis of experimental results. 
Finally, a conclusion to conclude the paper in section 5.

2. Background
2.1. Phishing attack
Phishing is a social engineering technique that, through 
the use of various methodologies, aims to influence the
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target of the attack to reveal personal information such 
as an email address, username, password, or financial 
information. This information is then used by the 
attacker to the detriment of the victim [2].

The authors in [2], review a broad range of phishing 
techniques. According to them, the overall technique 
of phishing can be broken down into three constituent 
components that are interlinked:

• The medium: It represents the means by which
the attacker communicates the phishing attack
to the victim. These are: Voice, Short messaging
service(SMS), multi-media messaging (MMS) and
Internet.

• The vector: It is the channel through which the
phishing attack is conducted. It is often limited
by the medium. For example: Email, instant
messaging, smishing (short message phishing),
vishing (voice phishing), social networks and
websites.

• The technical approach: It is the method deployed
during the attack in order to gain access to
the victim’s personal details. For example: spear
phishing, whaling, cross-site scripting, drive-by-
download, wiphishing, browsers’ vulnerabilities
and clickjacking.

In our work, we are interested in website phishing 
attacks (called URL phishing attack). This kind of attack 
is carried out by using a hidden link [20]. The link 
holds the attackers’ website. When the victim clicks the 
link, he is redirected to the attackers’ website where his 
information is stolen.

URL is the abbreviation of Uniform Resource Locator, 
which is the global address of documents and other 
resources on the World Wide Web. A URL has two 
main components : protocol identifier (indicates what 
protocol to use) and resource name (specifies the IP 
address or the domain name where the resource is 
located) [21].
URL-based phishing attacks are mainly performed by 
embedding sensitive words or characters in a link that 
[22]:

• Mimics similar but misspelling words.

• Contains special characters for redirecting.

• Uses shortened URLs.

• Uses sensitive keywords which seem reliable.

• Adds a malicious file in the link and so on.

As per Tang et al [23], a generic phishing attack has 
four stages (illustrated in figure 2):

1. The attacker designs a fake website (i.e. phishing
site) very similar to the users’ trusted website,

Figure 2. Phishing attack life cycle (adapted from [23])

2. The attacker tries to send the user a malicious link
via email (the choice of the victim can be made
intentionally or randomly).

3. The victim will click on the malicious link that
has been received and redirected to the phishing
site with a similar appearance to the real one that
he knows. He will be persuaded to disclose his
information as he does on the legitimate site while
being on the fake one.

4. The users’ information will be sent to the attacker
who will exploit it to manipulate the user’s
accounts.

2.2. Machine learning based phishing URLs detection
The traditional approaches for phishing attack 
detection are not accurate and can recognize only 
about 20% of phishing attacks[1]. Thus, moving from 
traditional detection methods to more intelligent 
ones becomes crucial. Intelligent approaches, such 
as Machine Learning (ML) and Deep Learning (DL), 
have recently become widely popular in the research 
community to tackle challenges in various domains 
[24] such as cybersecurity, healthcare, medical imaging
analysis, e-commerce, and social media.
ML approaches are popular for phishing websites
detection and it comes down to a simple classification
problem. They are mainly used for the prediction
of new data output from historical data inputs (past
experience).

Different classifiers may be used to detect a phishing 
attack. To train a machine learning model for detection, 
the input data must have features that are related to 
phishing and legitimate website classes. In machine 
learning based phishing detection, the characteristics 
(features) of the URLs are extracted and fed into the 
used algorithms (classifiers). I n g eneral, t he classifier

3
EAI Endorsed Transactions 

on Scalable Information Systems | 
| Volume 11 | Issue 6 | 2024 |



S. Hamadouche, O. Boudraa and M. Gasmi

creates a model based on the information extracted 
from the training samples. Then, the suspected URL is 
evaluated according to this model to decide whether it 
is legitimate or not.

Several types of features can be used for malicious 
URLs detection (including phishing URLs). They are 
mainly categorized into [5]:

1. Lexical-based features: Obtained from the prop-
erties of the URL name (the URL string). It should
be possible to identify the malicious nature of
the URL based on its. The most commonly used
lexical features include statistical properties of
the URL string (length of URL, length of each
component of the URL, number of special char-
acters, etc.).

2. Host-based features: Obtained from the host-
name properties of the URL. They allow us
to know the location, identity, the management
style and properties of malicious hosts. They
may include: IP address properties, WHOIS
information, domain name properties, connection
speed, etc.

3. Content-based features: Obtained upon down-
loading the entire webpage. A lot of information
needs to be extracted, and at the same time, safety
concerns may arise. They include: HTML Docu-
ment Level Features, JavaScript features, ActiveX
Objects and feature relationships.

4. Context features: Represent the features of the
background information where the URL has been
shared (for example: social media platforms like
twitter, facebook, etc.).

2.3. Related works
Several studies addressed the phishing URLs detection 
issue using machine learning algorithms. A number of 
literature reviews covering this subject exist [1, 21–
23, 25, 26]. In table 1 we present a synthesis of some 
related works where we considered three classes of 
features: lexical, host and content based features. Few 
works have combined all three types of features. Most 
of the existing works have applied either one class based 
features only or a combination of at most two classes.

For the existing works summarized below (table 1), 
we will focus on the following points:

• Dataset: its size (number of phishing+legitimate
URLs) and the nature of the data (balanced
or unbalanced), which considerably influence
the results. Indeed, a high accuracy with an
imbalanced dataset is misleading.

• Features: their type (to which class they belong)
and the total number of the selected ones

• Models: lists the used classifiers (KNN- K-nearest
neighbors , SVM-Support Vector Machine , RF-
Random Forest , DT-Decision Tree , GBoost-
Gradient Boosting , NB-Naïve Bayes , etc.)

• Performance: accuracy and False Negatives Rate
(FNR) which is the ratio of not detected phishing
URLs.

However, we do not have the pretense to compare
results considering the differences of the used: datasets,
extracted features, applied algorithms, and the working
environment. In our paper, we focused on investigating
a combination of lexical-based, host-based and content-
based features, which are essential in order to effectively
detect phishing URLs.

3. Methodology
3.1. General process
In order to detect phishing URLs using machine
learning, we followed a classical approach that is
used in the majority of works dealing with the same
problem. The process consists of the following four
steps (Figure 3), which will be detailed in the next
sections:

1. Data collection.

2. Data pre-processing : Data cleaning, feature
extraction, data normalization, and feature selec-
tion.

3. Model training.

4. Evaluation of the solution.

3.2. Data collection
The first step consists of building the dataset on which 
the rest of the process will be based. Two types of 
URLs are needed: legitimate and phishing. Numerous 
datasets are available for web phishing detection. Most 
of the recent research has been conducted by using 
the real-world dataset, collected from online phishing 
databases such as PhishTank and Openphish [29]. Our 
work does not use pre-established datasets. In 
fact, we proceed to construct our own dataset 
from recognized, available and open source databases. 
Legitimate URLs were collected by crawling Alexa’s top 
1 million sites [37] which provides the most popular 
legitimate websites based on traffic data. While the 
phishing URLs were collected from Phishtank [38] 
which is the most used online community website. 
It provides millions of verified a nd n ewly discovered 
phishing URLs. This can help to stay ahead of emerging 
threats.
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Table 1. Related works synthesis

Authors Dataset size Features Models Accuracy FNR

Khan et al [27] 45343
(imbalanced)

Lexical (47) Gboost, KNN, 
SVM, RF, Voting

96.60% 3.60%

Gupta et al [28] 19964
(balanced)

Lexical (9) RF, KNN, SVM, 
Logistic 
regression

99.7% 0.30%

Mc Gahagan et al 
[29]

39183
(imbalanced)

Lexical + Content 
(133)

KNN, RF, 
AdaBoost,
Gboost, XGboost, 
Bagging, Voting

98.03% Not available

Li et al [30] 331622
(imbalenced)

Lexical + Host
(49)

16 classifier 98.41% Not available

Catak et al [31] 3231961
(imbalenced)

Lexical + Host (-) GBoost, RF 98,60% Not available

Korkmaz et al [32] 83857
(balanced)

Lexical + Host
(48)

KNN, SVM, DT, 
RF, NB, 
AdaBoost, 
XGBoost

94,59% 5,31%

Mahjan et al [33] 36711
(balanced)

Lexical + Host
(16)

DT, RF, SVM 97,14% 3,14%

Kumi et al [34] 1781
(balanced)

Lexical + Host + 
Content (11)

Classification
Based on
Association
(CBA)

95.8% 1.35%

Li et al [35] 49947
(imbalanced)

Lexical + Host + 
Content (20)

GBDT, XGBoost, 
LightGBM

97.3% 4.46%

Aljabri et al [36] 66506
(balanced)

Lexical + Host + 
Content (15)

RF, NB, CNN,
LSTM

96.01% Not available

Our work 31980
(balanced)

Lexical + Host +
Content (16)

SVM, XGboost,
DT, RF

95.70% 1.94%

Figure 3. General process of the proposed solution

At the end of this collection step, we were able to
obtain two datasets: one with 40000 legitimate URLs
and another one including 38000 phishing URLs. The

size imbalance of these resulting sets will be dealt with 
in the next step of the process (section 3.3).
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3.3. Data preprocessing
The Preprocessing phase is fundamental in machine 
learning. It prepares the data for the application of 
classification t echniques. T his p hase i ncludes: data 
cleaning, feature extraction, data normalization, and 
feature selection. These steps are explained in more 
detail in the following sections.

Data cleaning. Constructing a cleaned representative 
dataset is more important than selecting a specific 
machine learning model, regardless of datasets size 
[39]. Thus, the cleaning phase is imperative so that 
we can ensure the good quality of our data to avoid 
false results. It consists in our case of the following 
operations:

1. Standardization of the dataset format: First, we
had to organize the columns of the dataset which
contained, initially, several useless columns.
Indeed, we only need two of them. The first one,
entitled "URL", contains URLs (the complete link)
and the second one ,entitled "Label", can have two
values: "1" when the URL is malicious (phishing)
and "0" in case the URL is a legitimate one.

2. Removing inaccessible URLs: Due to the short
life span of phishing URLs, it was necessary
to delete all the URLs that are no longer
accessible (not available in search engines). This
was achieved by developing a python script which
attempts to access each URL from the initial
dataset. It checks wheather it is accessible by
examining the response status code of a GET
request and HTML content for XML sitemap
links.

3. Unsampling the dataset: As previously indicated
for the collected data, the ratios of the two
classes "phishing" and "legitimate" are not equal
(section 3.2). In order to prevent data bias (i.e.
favor the majority class), we used the randomized
undersampling technique. This technique is used
to solve class imbalance problem in the dataset. It
refers to the process of decreasing the number of
samples in the majority class to balance it out with
the minority class in the dataset [36]. In binary
classification, using a balanced dataset is often
needed, particularly when accuracy is utilized
as the model evaluation metric [26]. Indeed,
when learning models are trained on unbalanced
datasets, their accuracy is misleading. In our case,
the final obtained dataset is balanced between
phishing URLs and legitimate ones (equal ratios).

Finally, we combined all the URLs obtained after
cleaning in one dataset. The final dataset (cleaned data)
gathers 31980 different URLs. To prevent data bias, as

explained before, we have used legitimate and phishing
URLs in an equal proportion (i.e. 15990 for each)

Feature extraction. This step is based on the cleaned
list of URLs (obtained in the precedent step). Initially,
according to the related works existing in the literature
and the trendy set of features, addressing the same
research problem, we have considered 39 features. We
developed Python scripts for the automatic parsing
and extraction of all features (the cleaned dataset
contains only the "URL" and "label" columns, indeed, no
predefined features). The results were saved into a .csv
file.
The features’ set adopted in our work can fall into three
categories:

• Host-based features (5 features: F1-F5): derived
from the HTTP headers of the responses to GET
requests.

• Lexical-based features (11 features: F6-F16):
collected through the lexical scanning of the URL
string.

• Content-based features (23 features: F17-F39):
mainly refer to HTML and JavaScript features.
They were extracted by visiting the webpages and
recording the content from the responses to GET
requests.

The extracted features are resumed in table 2.

Data normalization. After analyzing our dataset, we 
noticed that all features have values between 0 
and 1, except URL length, which has values way 
above 1 (on the order of tens and hundreds). This 
difference in data scale can have consequences on 
classifiers’ performance. Moreover, the success of 
machine learning algorithms relies on the quality of 
the data to obtain a generalized predictive model 
of the classification problem [40]. Consequently, it is 
necessary to transform the values of features to a similar 
scale, which is called normalization. The purpose is 
to ensure that all features contribute equally to the 
model and avoid the domination of features with larger 
values. Among the existing normalization techniques, 
we applied Min-Max normalization to scale our data in 
the same range.
In this technique, the data is scaled to a range of [0,1] or 
[-1,1]. It converts the input value of the attribute to the 
range [low, high], by using the formula [41]:

xnorm =
(high − low) ∗ (x −minX)

maxX −minX
(1)

Where low and high are the minimum and maximum
values of the attribute of the input dataset.

6
EAI Endorsed Transactions 

on Scalable Information Systems | 
| Volume 11 | Issue 6 | 2024 |



Combining Lexical, Host, and Content-based features for Phishing Websites detection using Machine Learning Models

Table 2. List of the extracted features

Category Features

Host-
based
features

F1: DNS Record
F2: Website traffic
F3: Age of Domain
F4: End Period of Domain
F5: Domain with copyright

Lexical-
based
features

F6: URL length
F7-F12: Number of special characters
(@, -, _, ?, &, .)
F13: Is URL long
F14: URL prefix suffix
F15: Shortening the URL
F16: URL depth

Content-
based
features

F17: IFrame Redirection
F18: Status Bar Customization
F19: Disabling Right Click
F20: Abnormal Anchors
F21: Page Empty
F22: External CSS
F23: Form Action
F24: Popup window
F25: Disable rightClick Bar
F26: JavaScript Redirects
F27: Use of Hidden Elements
F28: Malformed HTML
F29: Keylogging Indicators
F30: Obfuscated JavaScript Libraries
F31: Geolocation Tracking
F32: Battery Status Tracking
F33: Webcam and Microphone Access
F34: Cookies Theft Detection
F35: NoScript or AdBlocker Detection
F36: Dynamic IP Detection
F37: Phishing Kits or Frameworks
F38: Email Harvesting
F39: Use of Non-Standard Ports in
URLs

Feature selection . The feature selection process consists 
of selecting a subset of the most relevant columns 
or features, in a dataset, for a given problem. Since 
irrelevant features can mislead machine learning 
algorithms and result in poor performance [36].
As all website features are not equally important 
to detect phishing websites, making use of relevant 
feature selection techniques is crucial to improve 
the machine learning model accuracy to speed up 
the time taken for training and testing as well as 
to address overfitting issues [26]. In our work, we 
considered several feature selection techniques to select 
with each of them a subset of the most relevant 
features. The obtained features’ subsets will be all

considered in the experimentation phase (section 4) in
order to study the impact of feature selection on the
classifiers’ performance (section 4.3). The considered
feature selection techniques are resumed as follows:

• Correlation: is a statistical term used to measure
how strongly and in what direction two features
are related. It is used to find the association
between all the features and the target class
feature. In our work, we considered two different
correlation coefficients:

– Pearson Correlation Coefficient. It is the most
familiar measure for linear correlation. Its
value ranges from -1 to 1, where -1 indicates
a strong negative correlation, 0 indicates
no correlation, and 1 indicates a strong
positive correlation [42]. As per the standard
literature, for a pair of variables (X,Y), the
linear correlation coefficient ‘r’ is given in
equation 2 below [43]:

r =
Σ(Xi − Xi)(Yi − Yi)√

Σ(Xi − Xi)2
√
Σ(Yi − Yi)2

(2)

– Spearman correlation coefficient. It determines
a simple linear relationship between two
variables and measures without dimensions.
In other words, it is a coefficient that
expresses the strength and direction of the
relationship between two variables. Its value
varies from -1 to +1. The relationship will
be either negative or positive on one hand,
and weak or strong on the other hand. The
Spearman’s coefficient of ranks correlation is
given by the following formula [44]:

rs = 1 − 6
∑

d2/n(n2 − 1) (3)

where n is the number of ordered pairs and
d represents the difference between the two
ranks.

The correlation coefficients (linear relationship
between pairs) for all different features are
displayed in a table called the correlation matrix.
It is a powerful tool to summarize a large dataset
and to identify and visualize patterns in the given
data.

• Feature importance: It refers to techniques that
assign scores to input features to a predictive
model that indicates the relative importance of
each feature when making a prediction. Feature
importance scores can provide insight into the
data as well as the model, and the basis for
dimensionality reduction and feature selection.
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This can improve the efficiency and effectiveness 
of a predictive model on the problem [45].

In our work, we considered different feature subsets
in the experimentation phase. This is to compare
and then determine which feature selection is the
most representative for our problem by improving the
performance of the classifiers. Table 3 resumes the
chosen feature subsets.

3.4. Model training
Splitting the dataset into training and test sets. After
building a clean dataset ready to be used for machine
learning algorithms, we split it into two parts: one for
training (train set) and one for testing (test set). When
separating the data, usually, the majority of the data is
used for training and the rest for testing in order to get
a better performance of the learning models. Thus, we
have separated our dataset of 31980 URLs according to
the following ratio: training-test of 80-20 (i.e. 80% of
the data for training and 20% for testing).

Choosing the learning algorithms. As previously stated,
the problem of detecting phishing URLs comes back to a
classic binary classification problem. We therefore used
supervised machine learning techniques. There exists
several algorithms for classification; in our case, we
considered the following four algorithms (commonly
used in the literature):

1. Support vector machine (SVM) [45] This classifier is
a supervised learning helpful tool for regression
and classification. It is a binary classification
algorithm that separates the data points to find
a hyperplane in case of many possible inputs. It
uses decision functions, also known as support
vectors, to perform classification. At least 4 types
of kernels are used for classifcation: SVC with
linear kernel, Linear SVC, SVC with RBF kernel,
and SVC with the polynomial kernel.

2. Decision tree (DT) [23]. It is a popular machine
learning algorithm, and the model logic is a tree
structure. Each node in the decision tree is a
feature; each stem presents a feature value and a
possibility, and the last node presents the result.
The more straightforward tree structure tends to
have better performance.

3. Random forest (RF)[23]. It is an ensemble of
decision trees for classification and regression.
Random forests reduce the overfitting problem by
classifying or averaging the output of individual
trees in training processing. Therefore, random
forests generally have higher accuracy than
decision tree algorithms.

4. eXtreme Gradient Boosting (XGBoost) [32]. It is
an algorithm based on gradient boosted decision
trees that put speed and performance in the
foreground. It aims to reduce errors in the
previous tree by producing a new tree each time.
The most important factor behind the success of
XGBoost is its scalability in all scenarios. The
system runs more than ten times faster than
existing popular solutions on a single machine
and scales to billions of examples in distributed
or memory-limited settings [46].

3.5. Evaluation of the solution

The evaluation stage is a crucial step in choosing
the best model. The selected models (algorithms) are
trained on the training data to predict the results of
the test data. Subsequently, the performance of each
algorithm is evaluated using several metrics to compare
their performance. The evaluation is based on the
confusion matrix that summarizes the results of each
model (correctly and incorrectly predicted instances).
It has four outcomes namely true positive (TP), true
negative (TN), false positive (FP), and false negative
(FN).

• TP: number of correctly predicted samples as
phishing websites

• TN: number of correctly predicted samples as
legitimate websites

• FP: number of incorrectly predicted samples as
phishing websites

• FN: number of incorrectly predicted samples as
legitimate websites

The metrics used to evaluate and compare the models
are calculated from this matrix. They are summarized
in table 4. In addition to these metrics for performance
evaluation, we have to analyze the true positives rate
(TPR), true negatives rate (TNR), false positives rate
(FPR),and the false negatives rate (FNR). These rates
and their calculation formulas are presented in table 5.

4. Experimental results

After the design of the solution (section 3), the
implementation phase leads to the realization of our
models. Then, come the phases of test and evaluation
that will allow us to compare our models to choose
the most performing one among them. Several Python
libraries were used to implement the proposed solution,
namely, Pandas, Numpy, Requests, BeautifulSoup,
URLlib, Sklearn, and Matplotlib.
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Table 3. The chosen feature subsets after feature selection

Subset Selection technique Size List of selected features
Features_set1 Pearson correlation coefficient 16 F1.F4.F12-15.F17.F20-22.

F24.F26.F30.F34.F35.F38
Features_set2 Spearman correlation coefficient 16 F1.F4.F12.F13.F15.F16.F17.F20-

22.F24.F26. F30.F34. F35.F38
Features_set3 Intersection (Pearson Correlation coefficient,

and the best common Most Important
features)

7 F1.F13.F14.F17.F21.F22.F35

Features_set4 Union (Most Important features of all
classifiers)

23 F1.F3.F4.F6.F8.F12.F14-
17.F19-24.F26.F27.F29.
F30.F34.F35.F38

Table 4. Evaluation metrics

Metric Formula Description
Precision TP/(TP+FP) Total number of

URLs detected
as phishing out
of total phish-
ing URLs

Accuracy (TP+TN)/
(TP+TN+FN+FP)

Total number
of overall
correctly
classified
instances

Recall TP/(TP+FN) Total number
of legitimate
URLs classified
as legitimate
and phishing
URLs classified
as phishing.

F1-score 2*(precision*recall)/
(precision + recall)

The harmonic
mean of
precision and
recall.

4.1. Experimental setup

As detailed in section 3.3, the initial dataset required 
a preprocessing phase in order to be ready for use 
in the training and testing phases. At the end of the 
preprocessing step, the dataset was splitted as follows: 
25584 samples of URLs for the training set, and 6396 
samples of URLs for the testing set. After that, the 
dataset was ready to be fed into the machine learning 
models, namely, the SVM, RF, DT and XGBoost. The 
experiments were carried out in a Google Research 
product called the Google Colab environment.

Table 5. Description of the used rates

Rate Formula Description
TPR TP/(TP+FN) The rate of phishing URLs

that are classified as phish-
ing

TNR TN/(TN+FP) The rate of legitimate URLs
that are classified as legiti-
mate

FPR FP/(FP+TN) The rate of legitimate URLs
that are classified as phish-
ing

FNR FN/(FN+TP) The rate of phishing URLs
that are classified as legiti-
mate

4.2. Hyperparameters tuning

Hyperparameters are model parameters whose values 
are set before training. Hyperparameters tuning is a 
process of choosing the right parameters for a classifier. 
It is an important step in the machine learning 
process. This will boost the accuracy of a classifier 
[28]. Therefore, a wrong choice of the hyperparameters’ 
values may lead to wrong results and a model with poor 
performance.
In our work, we have performed hyperparameters 
tuning for all the classifiers by applying a grid search 
technique. It is an exhaustive exploration that tests 
all the combinations of hyperparameters given to the 
grid configuration (the domain of the hyperparameters) 
by calculating some performance metrics using cross-
validation [47]. The point of the grid that maximizes 
the average value in cross-validation, is the optimal 
combination of values for the hyperparameters. Table 6 
summarizes the hyperparameters forms applied for 
each model.
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Table 6. Hyperparameters’ settings applied for all classifiers

Model Hyperparameter

SVM
Kernel=[’rbf’, ’sigmoid’, ’linear’];
C=[3, 5, 7, 8, 10];
random_state=12

DT max_depth= [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]

RF
max_depth= [1, 2, 3, 4, 5, 6, 7, 8, 9, 10];
n_estimators= [100, 150, 200]

XGBoost

learning_rate= [0.01, 0.1, 0.2];
max_depth= [1, 2, 3, 4, 5, 6, 7, 8, 9, 10],
n_estimators= [100, 150, 200];
scale_pos_weight=[1, 2, 3]

4.3. Performance evaluation and results discussion
In this experimental part, we addressed three main
questions:

1. How does the combination of the three features’
categories (lexical, host and content) impacts the
overall performance of the classifiers, compared
to using content-based features only?

2. What are the most relevant features that improve
the classifiers’ performance?

3. What is the best model that gives the optimal
values for metrics?

In this section, we will discuss the obtained 
experimental results in order to answer the above 
questions. All experiments were carried out on two 
categories of features: (1) Content-based only, (2) 
Combination of lexical+host+content based. Plus, 
we considered the four features’ sets presented in 
the feature selection phase (section 3.3). For each 
configuration, w e h ave u sed 6 396 i nstances a s testing 
data each time.

We evauated our models on various evaluation 
metrics, namely, precision, accuracy, Recall, and F1-
score. Tables 7, 8, 9, 10 show, separately for each feature’ 
set, the confusion matrix and results obtained with the 
different classifiers for the two categories (content only 
or all).
We can notice that the results provided by all classifiers 
and for all feature’ sets are clearly and considerably 
improved by the combination of lexical+host+content 
based features compared to the use of content-based 
features only. The answer to our first q uestion i s thus 
given. Therefore, from now on and throughout the rest 
of the discussion, we will use the term "results" to refer 
only to those results obtained by the lexical, host, and 
content-based feature combination.

In order to better visualize the results to be 
considered, figure 4 illustrates the values of the metrics

obtained for the different models for each set of selected
features. We can notice that:

• In features_set1 (Pearson correlation coefficient):
The XGBoost and SVM classifiers give the best
results compared with DT and RF. Moreover, the
values of the 4 metrics are relatively close (around
94%) for XGBoost and SVM.

• In features_set2 (Spearman correlation coefficient):
This set of features gives the worst results
compared to the other sets for all classifiers.
However, the precision values are higher than
those of other metrics for DT, RF and XGBoost
classifiers.

• In features_set3 (Intersection (Pearson Correlation
coefficient, and the best common Most Important
features)): The DT, RF and XGBoost classifiers give
modest results for all metrics. While SVM is the
worst classifier with the lowest results compared
to the other ones.

• In features_set4 (Union (Most Important features
of all classifiers)): The XGBoost and RF classifiers
perform very close results which are better than
those of the DT in terms of recall and F1-score
(for precision and accuracy the values are close).
The SVM classifier gives low values for all metrics
except recall, which is on a par with the other
classifiers.

In addition to the precedent evaluation metrics and in 
order to address phishing attacks effectively, two sorts 
of misclassifications are expected to be reduced by the 
phishing website detection model [26]:

• False Positives rate (FPR): blocking online users
from accessing legitimate websites due to incor-
rectly classifying legitimate websites as phishing.

• False Negatives rate (FNR): allowing online users
to visit malicious websites due to incorrectly
classifying phishing websites as legitimate.

In this work, our priority is to reduce the false 
negatives rate (FNR). Indeed, the fact of wrongly 
classifying a phishing URL as legitimate constitutes the 
most dangerous and costly case in terms of security. 
However, the false positive rate (FPR) should not be 
neglected either, as it represents false alarms that can 
be harmful to the user.

The obtained rates with different classifiers are 
presented in table 11 and illustrated in figure 5. We can 
notice that:

• Feature-set1: The SVM and XGBoost models
correctly classify both phishing and legitimate
urls (high TPR/TNR and low FNR/FPR). On the
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Table 7. Experimental results from different classifiers with features_set1

Features Model Confusion matrix Metrics
TP FP FN TN Precision Accuracy Recall F1-score

Content

SVM 2088 816 1110 2382 71,90 69,89 65,29 68,44
DT 1690 249 1508 2949 87,16 72,53 52,85 65,80
RF 1696 247 1502 2951 87,29 72,65 53,03 65,98
XGB 1696 249 1502 2949 87,20 72,62 53,03 65,95

Lexical+
Host+
Content(16)

SVM 3039 217 159 2981 93,34 94,12 95,03 94,17
DT 2774 750 424 2448 78,72 81,64 86,74 82,53
RF 2774 750 424 2448 78,72 81,64 86,74 82,53
XGB 3136 213 62 2985 93,64 95,70 98,06 95,80

Table 8. Experimental results from different classifiers with features_set2

Features Model Confusion matrix Metrics
TP FP FN TN Precision Accuracy Recall F1-score

Content

SVM 2087 823 1111 2375 71,72 69,76 65,26 68,34
DT 1657 230 1541 2968 87,81 72,31 51,81 65,17
RF 1645 213 1553 2985 88,54 72,39 51,44 65,07
XGB 1682 278 1516 2920 85,82 71,95 52,60 65,22

Lexical+
Host+
Content(16)

SVM 2103 831 1095 2367 71,68 69,89 65,76 68,59
DT 2224 253 974 2945 89,79 80,82 69,54 78,38
RF 2226 252 972 2946 89,83 80,86 69,61 78,44
XGB 2719 251 979 2947 91,55 82,16 73,53 81,55

Table 9. Experimental results from different classifiers with features_set3

Features Model Confusion matrix Metrics
TP FP FN TN Precision Accuracy Recall F1-score

Content

SVM 1860 610 1338 2588 75,30 69,54 58,16 65,63
DT 1631 275 1567 2923 85,57 71,20 51,00 63,91
RF 1623 292 1575 2906 84,75 70,81 50,75 63,49
XGB 1623 292 1575 2906 84,75 70,81 50,75 63,49

Lexical+
Host+
Content(7)

SVM 2853 625 345 2573 82,03 84,83 89,21 85,47
DT 2797 230 401 2968 92,40 90,13 87,46 89,86
RF 2731 275 467 2923 90,85 88,40 85,40 88,04
XGB 2745 284 453 2914 90,62 88,48 85,83 88,16

Table 10. Experimental results from different classifiers with features_set4

Features Model Confusion matrix Metrics
TP FP FN TN Precision Accuracy Recall F1-score

Content

SVM 2041 744 1157 2454 73,29 70,28 63,82 68,23
DT 1829 267 1369 2931 87,26 74,42 57,19 69,10
RF 2051 344 1147 2854 85,64 76,69 64,13 73,34
XGB 2056 346 1142 2852 85,60 76,74 64,29 73,43

Lexical+
Host+
Content(23)

SVM 3079 744 119 2454 80,54 86,51 96,28 87,71
DT 2834 201 364 2997 93,38 91,17 88,62 90,94
RF 3174 200 124 2898 94,07 94,93 96,24 95,14
XGB 3215 211 83 2887 93,84 95,40 97,48 95,63

other hand, the DT and RF classifiers give poor
results, reflecting bad training of both classes.

• Feature-set2: The DT, RF, and XGBoost classifiers
recognize legitimate urls (high TNR and low
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Figure 4. Experimental results from different classifiers with different features’ sets (Lexical+host+content based features)

FPR) rather than phishing urls (low TPR and
high FNR). This feature selection set therefore
favors the legitimate class over the phishing class.
Furthermore, the results of the SVM classifier
indicate bad training.

• Feature-set3: The DT, RF, and XGBoost classifiers
recognize legitimate urls (high TNR and low FPR)
better than phishing urls (low TPR and high
FNR). Like the feature-set2, this feature selection
set favors the legitimate class over the phishing
class. However, the SVM classifier recognizes the
phishing class better than the legitimate class
(FNR lower than FPR and TPR higher than TNR).

• Feature-set4: The RF and XGBoost models cor-
rectly classify both phishing and legitimate urls
(high TPR/TNR and low FNR/FPR). On the other
hand, the DT classifier favors the legitimate class
over the phishing class (FPR lower than FNR
and TNR higher than TPR). Therefore, the SVM
classifier recognizes the phishing class better than
the legitimate class (FNR lower than FPR and TPR
higher than TNR).

Finally, to determine the best classifier for our
phishing URL detection problem, we considered all
metrics and rates. For us, an optimal model is the one
that presents high metric values (precision, accuracy,
recall and F1 score) but in a balanced way. In addition
to that, the false positives and false negatives rates
should be as low as possible. This can be interpreted as
follows: the model makes accurate positive predictions,
minimizes false positives and false negatives, and
achieves a good balance between precision and recall.
This indicates a good overall performance of the
classification model.

Table 11. True/False Positives and Negatives Rates from
different classifiers with different selected features

Features Model Rates
TPR FNR FPR TNR

Set1

SVM 95,03 4,97 6,79 93,21
DT 86,74 13,26 23,45 76,55
RF 86,74 13,26 23,45 76,55
XGBoost 98,06 1,94 6,66 93,34

Set2

SVM 65,76 34,24 25,98 74,02
DT 69,54 30,46 7,91 92,09
RF 69,61 30,39 7,88 92,12
XGBoost 73,53 26,47 7,85 92,15

Set3

SVM 89,21 10,79 19,54 80,46
DT 87,46 12,54 7,19 92,81
RF 85,40 14,60 8,60 91,40
XGBoost 85,83 14,17 8,88 91,12

Set4

SVM 96,28 3,72 23,26 76,74
DT 88,62 11,38 6,29 93,71
RF 96,24 3,76 6,46 93,54
XGBoost 97,48 2,52 6,81 93,19

From tables 7 to 11, we have summarized the best 
results from classifiers that meet these criteria and 
therefore represent optimal models for solving our 
problem. Figure 6 illustrates this synthesis.

At the end of this experimental phase, we can con-
clude that the best model for our phishing URLs 
detection problem is the XGBoost classifier (preci-
sion=93,64%; accuracy=95,70%; recall=98,06%; F1-
score=95,80%; FNR=1,94%; FPR=6,66%) using a bal-
anced dataset and the feature-set1 (Pearson correlation)
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Figure 5. False positives and False negatives Rates for all classifiers (lexical+host+content based features)

Figure 6. Top 4 classifiers given the best results

and combining three features’ categories (lexical, host, 
and content).

5. Conclusion and future work
Phishing attacks have become one of the most promi-
nent attacks faced by internet users, governments, and 
service-providing organizations [1]. Therefore, many 
research works dealt with this threat and tried to 
circumvent it because of its socio-economic impact. 
Machine learning techniques are proved to be effi-
cient to overcome the problem of detecting phishing 
websites. In this paper, we first f ocused o n features 
engineering and selection by applying various feature 
selection techniques. After that, the performance of 
different models (SVM, DT, RF, and XGBoost) was eval-
uated using a number of metrics, mainly: precision, 
accuracy, recall, F1-score, and false positives/negatives 
rates. The experimental results show the efficiency of 
the combination of the lexical-based, host-based, and 
content-based features together. Moreover, the XGBoost 
algorithm outperformed the others models, with an

accuracy of 95.70% and a false negatives rate of 1.94%.
Future work aims to enhance the overall performance
and robustness of the phishing URLs detection solution.
Based on the findings of the present paper, we believe
that improved results can be obtained by emphasizing
the following research avenues:

• Explore more classification algorithms as well as
deep learning models on larger datasets which can
provide more representative samples of phishing
URLs. This may lead to improve the detection
accuracy and model robustness.

• Apply other feature selection techniques such as
evolutionary algorithms which are inspired by
biological processes. This can potentially allow to
discover novel feature combinations that enhance
model performance.

• Study the impact of ensemble learning classifiers
on phishing URL detection. They combine
multiple base classifiers to improve predictive
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performance by leveraging the diversity of single
models.

• Apply cross validation techniques to enhance the
robustness of the evaluation process.
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