INTRODUCTION: According to the WHO (World Health Organization), nearly 0.8 million people commit suicide each year, with more than 20 suicide attempts for every self-immolation. Suicidal behaviors have a profound effect on communities, societies, families, friends, and colleagues. After the recognition of public health as a priority by the WHO, various studies are being conducted to prevent it.

OBJECTIVES: The investigation’s goals were to improve understanding of suicide by identifying socioeconomic indicators correlated with rising suicide rates among divergent legions globally and to develop a prediction model for those who are at a higher risk of suicide by using different predictors of suicide such as tension, depression, anxiety, and so on.

METHODS: We used a variety of data mining techniques to create a prediction model for suicide, including Logistic Regression, Multilayer Perceptron, Polynomial/Gaussian/Sigmoid SVM, Decision Tree, and K-Nearest Neighbors. For identifying socioeconomic suicide indicators, we used various descriptive and exploratory analysis techniques such as mean, regression, and correlation.

RESULTS: Classification through the Gaussian Kernel - SVM has been shown to have the best results relative to others. Results also stated that many countries saw a decrease in suicide rates between 2006 and 2015, compared to 1996 to 2005. The highest concentrations have been reported in Europe, while the lower has been observed in South America.

CONCLUSION: Things are improving, at least according to the statistics. The performance of Gaussian Kernel-SVM has been demonstrated to be superior to the other algorithms for suicide prediction. Data on suicide and suicide attempts are imprecise and difficult to gather. Suicide and suicide attempt monitoring, and surveillance must be improved for suicide prevention initiatives to be effective.
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1. Introduction

Attempted suicide is defined as an end-of-life impulse and cognition, ranging from the conviction that life is not worth living to intense delirious preoccupation with self-destruction, to deliberate plans to kill oneself. As a result, the immense scientific and practical benefit lies in the ability to understand the power, ubiquity, and characteristics of the concept, which can predict the likelihood of suicide attempts later [1]. One of several main known risk factors is a mental illness, with 80 percent of those who attempted or died of suicide citing some sort of mental disorder. Almost all people with mental illness, however, do not have suicidal thoughts.

The social, economic, and demographic variables of individuals have been studied mainly through current attempts to identify and recognize suicidal elements. This research also explores the question of the economic status of mental health. It is a big economic problem with millions of people and billions of euros a year. Over the last decade, the major economic influence of mental health issues has become increasingly evident and acknowledged [2]. Suicide is a major public health problem all over the world. This is among the top twenty leading causes of death. Suicide kills more people than malaria, chest cancer, conflict, and murder combined. The WHO has designated suicide fatality as a worldwide priority and has included it as an index in the United Nations Sustainable Development Goals (SDGs).
Comitting suicide is the second-largest reason for demise between 15 to 29 years of age [3]. This is the 10th major cause of death in the USA. There are socioeconomic risk factors as well as other risk factors such as depression, helplessness, anxiety, and so on. With a suicide mortality rate of 2.9 in 2016, over 5,500 people died by suicide in 2016. Experts estimate that the death toll is somewhere between the two figures, but the truth remains unknown [4].

Thoughts of loneliness and futility are also thought patterns associated with suicide activities. This could lead to severe academic disability [5]. Symptoms that can be easily understood in daily life include the failure to concentrate, to reason rationally, or even to make small decisions; other apparent symptoms include difficulties in delivering the requisite tasks, self-harm, withdrawal from regular relationships or depression, and elevated absenteeism in education [6].

The Global Burden of Disease is a major global report published in The Lancet on the causes of death and illness [7]. The GBD report shows the number of deaths per year for each cause. Suicide kills roughly twice as many people as assassination. Suicide is more common than murder in most countries, often 10 to 20 times more common [8].

It is critical to take a rigorous and organized approach to prevent suicide attempts and ensuring that the tragedy of suicide does not continue to cost lives. Suicide is a particularly complicated matter that causes millions of persons around the globe to suffer every year [8]. The goal of this research is to spark an informed and open discussion about suicide prevention. If you are having suicidal thoughts, you can get emergency help by visiting the website Suicide.org [9]. As per the WHO and the Global Burden of Disease report, nearly 0.8 million people go dead of suicide each year. It is one human in 40 seconds. Suicides may be avoided by prompt, evidence-based approaches. Due to the stigma related to suicide the fact that it is banned in certain countries, this number is often likely to be exaggerated, with some suicides classified as accidental accidents.

1.1 Problem Statement

The problem addressed in this study was titled "Suicidal Behavior Prediction and Socioeconomic Suicide Indicators." Every year, there are far more suicide attempts than suicide deaths. Previous suicide attempts are the single most significant risk factor for suicide in the general population. Suicide remains a serious public health problem; however, suicide can be avoided through timely, evidence-based, and sometimes cost-effective approaches. Suicidal behavior can occur for a variety of reasons and predicting suicidal behavior is difficult. The current study examines socioeconomic indicators of the increase in suicide rates across different regions and develops a prediction model for those who are at a higher risk of suicide by analyzing different predictors of suicide such as tension, depression, anxiety, and so on using various data mining techniques.

1.2 Objectives

➢ To identify indicators related to the escalating suicide rates amongst divergent legions across the socio-economic spectrum.

➢ To develop a predictive model for those at higher risk of suicide by examining various suicide predictors such as stress, helplessness, anxiety, and so on.

The remaining of this research article is organized as follows. Methods are covered in Section 2. Section 3 describes the findings of our research as well as a discussion of them. Section 4 summarizes our findings and future research directions.

2. Overview of the Framework

The procedure for predicting suicidal behavior and socioeconomic aspects of suicidal behavior is depicted in Figure 1, beginning with pre-processing method-level datasets and ending with predicting suicidal behavior and socioeconomic aspects of suicidal behavior. Furthermore, the pre-processed datasets are utilized to evaluate the classifier's overall performance [10]. To begin the preprocessing of the dataset, related features from the dataset are chosen. The purpose of this type of feature extraction is to choose solely valuable features that are strongly associated with the target class. Features that are no longer needed or relevant are removed. After that, outlier extraction is performed. Outliers are metrics that are located outside of the main data cluster (s). Outliers in datasets can happen because of evaluation variations or because of experimental error [11]. Outliers were erased during the study's previous step because they could impair model performance. Datasets that have been cleaned and pre-processed are used for inference, correlation, regression, and explanatory analysis [11]. Dataset was divided into a proportion of 80 percent for training and 20% for testing of classifiers. The motive for model training with an 80-20 ratio is to guarantee that the models learn effectively and separately through cross-validation subsampling, which helps to eliminate biases. Following that, models are evaluated to predict suicidal behavior using the remaining 20% of the data, and the mean classifier performance is calculated using the testing data [12].
3. Methods

During the paper's preparation, we aimed to select the approach that is best suited to the issue at hand. The nature of research is dependent on the accuracy of configuration as well as the productivity of the review technique while keeping the nature and goals of the review in mind [13]. Despite this, observational verification of the proposed hypotheses is required, first and foremost, on the reliable estimation of the factors of extreme interest, and secondly, on the methods and procedure for concluding such measurements. This required:
- Selection of a suitable sample.
- Selection of proper tools that could be gainfully utilized for solid measures; and
- Selection of appropriate statistical techniques for analyzing the data.

Different datasets were used for our purposed research.

3.1 Socioeconomic Dataset

This dataset was compiled from the WHO mortality database [13] and the World Databank database (World Bank, 2018) to find correlations to rising suicide rates among divergent legions worldwide across the socioeconomic spectrum. The database contains a list of suicides for each nation each year, sorted by different age groups, as well as the overall population of each community, allowing us to only quantify the rough statistics per 100,000 people. This dataset contains suicide data from 101 countries and spans 32 years by comparing socioeconomic data with annual and regional suicide rates. The dataset includes roughly half of the world's countries, so it is far from complete, but it is an excellent resource for mapping and visualizing the data [14]. We can categorize the categorical and numerical data based on the dataset as follows:

<table>
<thead>
<tr>
<th>Features</th>
<th>Data type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country</td>
<td>Categorial</td>
<td>Country name</td>
</tr>
<tr>
<td>Year</td>
<td>Numerical</td>
<td>Year to date</td>
</tr>
<tr>
<td>Gender</td>
<td>Categorial</td>
<td>Gender of suicide victims</td>
</tr>
<tr>
<td>Age</td>
<td>Categorial</td>
<td>The age range of suicide victim</td>
</tr>
<tr>
<td>Suicide no</td>
<td>Numerical</td>
<td>No of suicides</td>
</tr>
<tr>
<td>Population</td>
<td>Numerical</td>
<td>Population of country</td>
</tr>
<tr>
<td>Suicides/100k</td>
<td>Numerical</td>
<td>Suicides per 100k population</td>
</tr>
<tr>
<td>HDI for year</td>
<td>Numerical</td>
<td>Human Development for year</td>
</tr>
<tr>
<td>Gdp_per_capita ($)</td>
<td>Numerical</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>Generation</td>
<td>Categorial</td>
<td>Population born between certain years</td>
</tr>
</tbody>
</table>

Table 1: Attributives of Socioeconomic Dataset
3.2 Suicidal Behavior Prediction Dataset

The dataset contains information on parasuicidal patients, which can be used to predict suicide behavior (aged above 15). The study used data mining to analyze the data and created a model for predicting suicidal attitudes in an individual by analyzing different predictors of suicidal behaviors such as stress, helplessness, and so on.

The data is derived from the UK data archive [15]. The data set includes information on 267 patients from Edinburgh Liaison Psychiatry who attempted suicide between the ages of 16 and older [16]. The participants completed the various psychological assessments, and the feedback they provided was recorded. Table 2 displays the list of attributes. Suicide behavior was assessed using a subscale of suicide probability comprised of “Beck’s Despair Scale,” which has been assessing sadness for the next few years, e.g. ‘I try to be positive with hope and excitement.’

Table 2: Attributives of Suicidal Behavior Dataset

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender</td>
</tr>
<tr>
<td>Intention</td>
<td>The intention to kill own self?</td>
</tr>
<tr>
<td>Martial</td>
<td>Marital Status</td>
</tr>
<tr>
<td>Suicide</td>
<td>Suicide Ideation</td>
</tr>
<tr>
<td>BHS</td>
<td>Hopelessness</td>
</tr>
<tr>
<td>Pock</td>
<td>Positive week</td>
</tr>
<tr>
<td>Poseur</td>
<td>Positive year</td>
</tr>
<tr>
<td>New</td>
<td>Negative week</td>
</tr>
<tr>
<td>Negar</td>
<td>Negative year</td>
</tr>
<tr>
<td>Poston</td>
<td>Post total</td>
</tr>
<tr>
<td>Negotiate</td>
<td>Negative total</td>
</tr>
<tr>
<td>An</td>
<td>Anx1</td>
</tr>
<tr>
<td>Dep</td>
<td>Depression</td>
</tr>
<tr>
<td>Self</td>
<td>Self-centered Perfectionism</td>
</tr>
<tr>
<td>Other</td>
<td>Others-adapted Perfectionism</td>
</tr>
<tr>
<td>Socialism</td>
<td>Socially approved perfectionism</td>
</tr>
<tr>
<td>Design</td>
<td>Goal disengagement</td>
</tr>
<tr>
<td>Re-engage</td>
<td>Goal Reengagement</td>
</tr>
<tr>
<td>BIS</td>
<td>BIS</td>
</tr>
<tr>
<td>Bedrive</td>
<td>BAS Drive</td>
</tr>
<tr>
<td>BaFin</td>
<td>BAS Fun-seeking</td>
</tr>
<tr>
<td>Barware</td>
<td>BAS reward</td>
</tr>
<tr>
<td>Attempts</td>
<td>Suicide attempts</td>
</tr>
</tbody>
</table>

3.3 Machine Learning Models

After modeling each classifier, we compared the results of various learning algorithms applied to datasets. Several classifiers, including Logistic Regression (LR), Multilayer Perceptron (MLP), Polynomial/Gaussian/Sigmoid SVM, K-nearest neighbors (KNN), and Decision Tree (DT), were used in the current study.

i. Logistic regression (LR)

Logistic Regression is a sort of Generalized Linear Model that models a binary variable using a logistic function and any number of independent variables. Logistic regression indicates the probability of action with two alternative outcomes and is therefore ideal for statistical research in which the independent variables can have values of zero or one. The LR model is used to analyze data and explain the link between one or more independent variables and one or more binary variables that are dependent on each other [17].

Logistic regression, like linear regression, represents the data with an equation. To forecast an output value, input data (x) are linearly averaged with weights or coefficient values (referred to as the Greek capital letter Beta) (y). It varies from linear regression in that the output result is a binary value rather than a numeric number [18]. Here’s an example of a logistic regression equation:

\[ y = \frac{e^{b_0 + b_1 \cdot x}}{1 + e^{b_0 + b_1 \cdot x}} \]

Where y is the expected output, b0 represents the bias or intercept term, and b1 represents the coefficient for a single input value (x). Each column in your input data represents a b coefficient that must be learned from your training data [19].

The stronger the coefficients, the better the formula, which predicts a value near to one for the default class and a value close to zero for the other class. The notion behind maximum-likelihood logistic regression is that a search strategy seeks coefficient values that minimize the difference between the probabilities expected by the model and those in the findings, such as a probability of 1 if the data is of the primary class [20].

ii. Multilayer Perceptron (MLP)

Humans have an astonishingly high level of precision when it comes to identifying trends within available knowledge. You know what you're looking at when you see a car or a bicycle. This is because we have observed how a car and a bicycle look and what distinguishing features they have over time. Artificial neural networks are computing structures that aim to mimic human learning capabilities by using a dynamic architecture like the human nervous system [21].

An MLP is a type of neural network that works in tandem with a feed-forward neural network. It is composed of three layers: a reference layer, a medium layer, and a hidden layer. The input layer receives the interpreted input signal [22]. The output layer oversees tasks such as prediction and categorization. The true computational
the engine of the MLP is made up of an endless number of hidden layers located between the input and output layers. In an MLP, which is analogous to a feed-forward network, data flows forward from the input to the output layer [23].

The neurons of the MLP are trained using the backpropagation learning technique. MLPs are designed to replicate any continuous function and can tackle issues that cannot be solved linearly. MLPs most typical uses include pattern detection, identification, estimate, and approximation. Each neuron in the output and hidden layers performs the following computations [24].

\[
o(x) = G(b(2) + W(2) h(x)) \\
h(x) = \rho(x) = z(b(1) + W(1)x)
\]

iii. Kernel Support Vector Machine (SVM)

Support Vector Machines (SVMs) are a more versatile classification algorithm that can do both linear and non-linear classification [25]. An SVM classifier calculates the optimum match line to optimize the margin between two linearly separable groups. The SVM classifier treats each instance of a class as a vector for the relevant input variables [26].

As a result, the data set came in the formation of a vector set and classes:

\[
D = \{ (x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n) \}
\]

When \( x \) is a vector, \( y \) is a vector-related group (positive or negative), and \( n \) is the number of occurrences.

SVM is distinguished from other classification algorithms in that it selects the decision boundary that minimizes the distance between the nearest data points in all groups. An SVM considers not just a decision boundary, but the most optimal decision boundary. The optimal judgment border is the one with the greatest margin between the two grades nearest points [27].

The basic SVM technique, on the other hand, can be used to determine the decision boundary for linearly separable outcomes. A straight line, on the other hand, cannot be employed as a decision boundary in the event of non-linearities separate results. Kernel SVM, a customized variant of SVM, is utilized instead of plain SVM. The kernel SVM effectively projects non-linearly separable data in lower dimensions to linearly separable data in higher dimensions, assigning data points from different groups to different dimensions. Kernel SVM employs a set of mathematical functions known as the kernel. The kernel's strategy is to take in data and turn it into the format required [28]. Different types of kernel functions are used by various SVM algorithms. These functions might be linear, nonlinear, polynomial, radial basis function (RBF), or sigmoid.

Kernel function can be defined as

\[
K(x) = \begin{cases} 
1, & \text{if } |x| \leq 1 \\
0, & \text{otherwise}
\end{cases}
\]

Within the closed ball of radius, one centered at the origin, this equation has a value of one and a value of zero elsewhere [29].

iv. Decision Tree (DT)

A decision tree is a supervised machine learning technique that can perform regression and classification problems. The decision tree algorithm's intuition is simple, but it is extremely powerful. Decision trees define instances by dragging them down from the root tree to a leaf node, with the leaf node displaying the categorization example. Every node in the tree is a case study for any feature, and each edge that descends from the node refers to the correct selections to the testing ground. The decision tree technique generates a node for each attribute in the dataset, with the most important attribute serving as the root node. We initiate at the root node and work our way down the tree, looking for the node that corresponds to our condition or “choice.” This technique is repeated until a leaf node containing the decision tree's forecast or result is reached [29].

The choice to make strategic splits has a major impact on the accuracy of the tree. The judgment criterion for grouping and regression trees is distinct. Decision tree algorithms employ a variety of approaches to divide a node into two or more sub-nodes. The establishment of a site increases the homogeneity of the sub-nodes that result. In other words, we can infer that the node's integrity rises as the response variable increases. The decision tree separates the nodes based on all available variables and then selects the division that results in the most uniform sub-nodes [30].

v. K-Nearest Neighbors (KNN)

The K-nearest neighbors (KNN) algorithm is a machine learning algorithm that is supervised. In its most basic form, KNN is incredibly simple to use when performing extremely complex classification tasks. Because it lacks a specialized training process, it is a lazy learning algorithm. Rather it utilizes all the data for training when classifying a new data point or case. KNN is a non-parametric learning algorithm, which means it makes no assumptions about the data. Because most real-world evidence does not adhere to statistical assumptions such as linear separability, uniform distribution, and so on, this is a very useful function [31].

It computes the difference between a new data point and all prior training data points. The gap can be of any size, including Euclidean and Manhattan gaps. It then chooses the data points that are K-nearest to each other, where K
can be any integer. Finally, the data point is assigned to the class that contains most of the K data points [32]. Other methods of calculating distance exist, and one approach may be preferred based on the situation. A well-known and popular alternative is the straight-line distance (also known as the Euclidean distance [33]).

The main downside of KNN is that it gets much slower as the number of data points rises, making it an inefficient solution in instances when predictions must be produced rapidly. Faster algorithms can also give more consistent classification and regression results [34]. KNN, on the other hand, can be beneficial in tackling issues whose solutions rely on discovering related artifacts if you have the adequate computational power to manage the data, you’re utilizing to make predictions rapidly.

3.4 Metrics of Assessment

In this section, we give an overview of the assessment criteria used to measure the success of the classification models used in this report [36]. Many metrics have been applied for the use of many measurement metrics to increase the probability of receiving valuable knowledge on model precision, along with mean efficiency, because of which estimates are more accurate in this section, the notations listed below are utilized. [37]:

Classification accuracy (CA): The ratio [38] of the number of accurate forecasts to the overall number of forecasts. Classification accuracy should now be computed as seen:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  \hspace{1cm} (3.1)

Precision: The fraction [39] of the entire positive predictions which are accurately projected

\[
Precision = \frac{TP}{TP + FP}
\]  \hspace{1cm} (3.2)

Recall (sensitivity): The portion of all currently positive occurrences that were accurately estimated [40].

F-measure: The harmonic means of accuracy and recall. [41] It shall be determined utilizing the method given:

\[
F - score = \frac{2 \times (Precision \times Recall)}{(Precision + Recall)}
\]  \hspace{1cm} (3.3)

4. Results and Discussion

The research and evaluation were carried out on a personal computer running Windows 10 and equipped with an AMD Radeon graphics processing unit (GPU). The evaluation was created in Anaconda Guide using the Python programming language in a Jupiter notebook.

4.1 Suicide Rates per Country

The use of averages appears to be intuitive because the suicide numbers are proportional to population size: the larger the country, the more suicides occur. What is less evident is that these thresholds, which are often referred to as crude rates, do not make a strong distinction between nations. Suicide rates differ greatly between ethnic groups, so we must first understand a country’s current demographic structure.

According to the findings, the global suicide rate is 15.17 per 100,000 people, with the Lithuanian rate being significantly higher: >41 suicides per 100,000 people (annually). There is a significant overrepresentation of EU countries with high rates, with only a few having lower rates. Suicide rates are significantly higher in European countries such as Latvia, Hungary, and Belarus. These findings build on existing evidence from multiple types of research (WHO, 2016) that show that these countries are leading to suicidal deaths.

4.2 Suicide Rates per Continents

We plot population and average suicide rates for each continent, allowing us to learn suicide rates in continents after inferring suicidal deaths by country. The findings show that Europe has the most prominent countries in the data, which skews the global suicide average. The average suicide rate per 100,000 people per continent is calculated as follows.

![Figure 2: Suicide Rates per Continent](image)
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Figure 2 shows that Europe has the highest percentage (38.1%) of suicides among all continents, which is concerning given that Europe has the most first-world countries with the most advanced technology and facilities, as well as the top economic trends (Black et al., 2013). North America outperforms the previous percentage and continues to improve in terms of suicidal trends, with only 0.8 percent. Suicidal crude rates are also rising in Europe (17.92) Over time, the population and mean suicide rates for males and females per continent show that Central American countries have a disproportionately higher percentage of male suicides than females. Males are far more likely than females to attempt suicide. Asian countries have a significantly higher rate of female suicide than other countries.

4.3 Suicide Rates Across the Globe

Suicide rates increased in the early years, peaked in 1995 (figure 3), and have since been decreasing globally. Suicide rates are stable in North and South America, with highs and lows in Asia and Oceania. The highest concentrations have been found in Europe, while the lowest has been found in South America, which is quite surprising.

The graph clearly shows that the global estimated suicide rate from 1985 to 2015 was 13.1 fatalities (per 100,000, annually). In 1995, the maximum suicide rate was 15.3 deaths per 100,000 people. Reduced gradually (by 2 centrcp5) to 11.5 per 100,000 in 2015. Tariffs are only now returning to pre-90 levels. Because there were few statistics available in the 1980s, it is impossible to say whether the rate was truly representative of the global population at the time.

Things are getting better, at least according to the numbers. Suicide rates have generally decreased. Suicide rates fell in most countries between 2006 and 2015, compared to 1996 to 2005. This pattern can be seen in nearly all age groups for both genders. While previous research has concentrated on clustering countries due to the scope and domain of researchers, these findings highlight specific areas. Using a decade's median suicide rate (for a given nation, age, and gender) reduces the possibility that the observed result is spurious due to randomness. I hope this movement continues into the twenty-first century.

4.4 Suicide Trends and Age Group

Suicide risk rises with age around the world. Since 1995, the suicide rate for those over the age of 15 has decreased linearly. Since 1990, the suicide rate among people over the age of 75 has dropped by more than half. The suicide rate among children aged 5 to 14 remains relatively stable and low (one per 100,000 people per year).
The rate of suicides has been declining mutually in men and women; however, they have been a significant uptick in the ratios of females in age groups 55+ in recent years. Males have a greater risk of suicide compared with women. After a spike in 1995, suicide rates globally have been on a steady decline for all age groups. There is some indication of an uptick in suicides from 2013 in older people. Females in the 5-14 years age group have had a very shallow uptick in suicides for the past few decades. People within the 50 years of 25-75 years have a steady incidence of suicides. People that are 75+ years have a significantly higher incidence of suicides, in men and women. Africa saw a significant increase in man's suicide in 2005-2006, however, there has been a steady decline in suicides for both genders.

However, the trends are very volatile, and these results build on existing evidence of research in WHO (World Health Organization, 2017)

- Overall, male suicide rates were ~3.5x higher than females.
- Men's and women's suicide rates reached their peak in 1995, dropping since.
- This proportion of 3.5:1 (men: women) has stayed essentially stable since the mid-1990s. Though, during the 1980s, this ratio was as low as 2.7:1. (men: women)

4.5 Suicide Trends and Human Development Index (HDI)

The values in figure 5 show that the overall HDI has risen while the suicide rate has steadily decreased. There is an inverse relationship between HDI and suicides, but there is also a lag between when HDI rises, and suicides fall. Because the HDI for the year segment contains approximately 70% of the missing values, the data for recent years, namely 2013, 2014, has been purified, and the states where data is missing for those years have been deleted. It was discovered that there is a 0.43 (weak positive association) relationship between suicide rates and the Human Development Index, implying that suicide rates are very high in countries with high human development indexes.

4.6 Correlation between Socioeconomic Factors

Correlation is a mathematical method for determining how dependent various variables are on one another. I can look at the average association as well as the male-female similarities in the study. To establish a connection, I must first complete two critical tasks:

- Integer value qualitative properties are encoded.
- Statistical standardization.

Age, generation, and gender all play a role in determining suicide rates. Figure 6 depicts all the socioeconomic features as well as all the correlation values between them.
Figure 6: Suicide Overall Correlation
As shown in figure 6, age, generation, and gender all play a role in determining suicide rates for both men and women. Gender is a significant factor, and males are more likely than females to commit suicide in recent years. Suicide rates have been steadily declining across all age groups since an increase in 1995. Suicides among the elderly appear to have increased since 2013. Suicides among females aged 5 to 14 have increased only slightly over the last few decades. Suicides occur at a steady rate in people aged 25 to 75.

4.7 Suicides relation with Country’s GDP

According to figure 7, there is a very poor positive relationship between the rate of suicide and the country’s GDP per capita, where it has frequently been discovered that countries with a higher GDP have suicide rates of more than ten. This simply indicates that within a country, the question "does a rise in income (per citizen) have an impact on suicide incidence?" is equivalent to asking, "does a country's suicide rate increase over time?"

As a result, they pose the following question: Does the suicide rate decrease as a country’s wealth increases? It is dependent on the region—for almost any nation, there is a strong relationship between the year and GDP per capita, implying that GDP per capita rises linearly over time. I calculated the Pearson correlations between ‘year’ and ‘GDP per capita’ in each region and then averaged the results. According to Antonio et al. (2011), the GDP and suicide rates are inextricably linked.

4.8 Machine Learning Classifiers

Logistic Regression (LR), Multilayer Perceptron (MLP), Polynomial/Gaussian/Sigmoid SVM, K-nearest neighbors (KNN), and Decision Tree (DT), were used in the current analysis for prediction purposes.

Table 3 summarizes the effective evaluation of the Multinomial Logistic Regression model by selecting function subsets from each feature selection process. According to the table, the accuracy, F-measure, precision, support, and recall values of models produced by automated feature selection and combined feature selection are generally higher than the baseline. The best classifier output is obtained using preliminary measures. The accuracy of the results is shown in the table.

Table 3: Logistic Regression Classifier

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macroAvg</th>
<th>weightedAvg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.58</td>
<td>0.90</td>
<td>0.83</td>
<td>0.74</td>
<td>0.84</td>
</tr>
<tr>
<td>Recall</td>
<td>0.64</td>
<td>0.88</td>
<td>0.83</td>
<td>0.76</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Logistic regressions have an accuracy of 83%, which is quite good. Expert-based feature discovery is thought to be the most efficient in terms of running time, possibly because features are pre-selected, and calculations are involved. A classifier’s confusion metrics are as follows:

![Confusion Matrix](image)

II. Multilayer Perceptron (MLP)

We also discovered that the average recall and accuracy score for both strategies are extremely low, whereas the specificity score is extremely high. Precision and recall are calculated using the number of positive cases (TP or FP) and a high specificity score (which indicates high TN, low FP counts).

Table 4: MLP Classifier

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macro Avg</th>
<th>weighted Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.59</td>
<td>0.92</td>
<td>0.82</td>
<td>0.75</td>
<td>0.84</td>
</tr>
<tr>
<td>Recall</td>
<td>0.77</td>
<td>0.83</td>
<td>0.82</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.67</td>
<td>0.90</td>
<td>0.82</td>
<td>0.77</td>
<td>0.82</td>
</tr>
<tr>
<td>Support</td>
<td>13.00</td>
<td>41.00</td>
<td>0.82</td>
<td>54.00</td>
<td>54.00</td>
</tr>
</tbody>
</table>

Table 4 summarizes the performance evaluation of the MLP Neural Network model with feature subsets chosen from each feature selection process. In general, the selected features performed well on the MLP Neural Network, but for the baseline, the logistic regression model outperformed the MLP.

III. Kernel Support Vector Machine (SVM)

An SVM considers not just a data point, but the most optimal decision boundary. The optimal judgment boundary is the one with the weight difference between the two nearest spots.

In contrast, the basic SVM technique can be used to establish the decision boundary for linearly separable outcomes. A straight line, on the other hand, cannot be employed as a decision boundary in the event of non-linearities separate results. Instead of simple SVM, Kernel SVM, a tweaked variant of SVM, is used. To determine which kernel SVM worked best for our problem, we implemented polynomial, Gaussian, and signed kernels.

Table 5: Polynomial Kernel-SVM Classifier

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macro Avg</th>
<th>weighted Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.83</td>
<td>0.75</td>
<td>0.76</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td>Recall</td>
<td>0.30</td>
<td>0.97</td>
<td>0.76</td>
<td>0.63</td>
<td>0.76</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.43</td>
<td>0.85</td>
<td>0.76</td>
<td>0.64</td>
<td>0.72</td>
</tr>
<tr>
<td>Support</td>
<td>17.0</td>
<td>37.00</td>
<td>0.76</td>
<td>54.00</td>
<td>54.00</td>
</tr>
</tbody>
</table>

In the case of the polynomial kernel, you must also specify a value for the SVC class's degree parameter. Table 5 shows an accuracy of 76%, which is insufficient for our model due to the sensitivity of the research problem. Now I’ll take it a step further and add the Gaussian kernel to our model. To use a Gaussian kernel, enter 'ruff' as the value for the SVC class's Kernel parameter.

Table 6: Gaussian Kernel-SVM

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macro Avg</th>
<th>weighted Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.0</td>
<td>0.83</td>
<td>0.84</td>
<td>0.41</td>
<td>0.69</td>
</tr>
<tr>
<td>Recall</td>
<td>0.0</td>
<td>1.00</td>
<td>0.84</td>
<td>0.50</td>
<td>0.84</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.0</td>
<td>0.90</td>
<td>0.84</td>
<td>0.46</td>
<td>0.76</td>
</tr>
<tr>
<td>Support</td>
<td>9.0</td>
<td>45.00</td>
<td>0.84</td>
<td>54.00</td>
<td>54.00</td>
</tr>
</tbody>
</table>

The Gaussian Kernel-SVM (table 6) achieves an excellent accuracy of 84%. Expert-based feature discovery is thought to be the most efficient in terms of running time, possibly since features are pre-selected, and calculations are involved. This kernel's performance is
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very good when compared to all classifiers implemented for this problem.

Finally, to improve accuracy, recall, F-measure, and support values, we implemented the Kernel SVM with a signed kernel (Table 7). I specified signed as the value for the SVC class’s kernel parameter to use the signed kernel.

Table 7: Sigmoid Kernel-SVM

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macro Avg</th>
<th>weighted Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.0</td>
<td>0.78</td>
<td>0.78</td>
<td>0.39</td>
<td>0.60</td>
</tr>
<tr>
<td>Recall</td>
<td>0.0</td>
<td>1.00</td>
<td>0.78</td>
<td>0.50</td>
<td>0.78</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.0</td>
<td>0.87</td>
<td>0.78</td>
<td>0.44</td>
<td>0.68</td>
</tr>
<tr>
<td>Support</td>
<td>12.0</td>
<td>42.00</td>
<td>0.78</td>
<td>54.00</td>
<td>54.00</td>
</tr>
</tbody>
</table>

When the output of the various kernel types is compared, the polynomial kernel performs the worst. Because the sigmoid function returns two numbers, zero and one, it is better suited for binary classification problems. However, in our instance, we had three manufacturing groups. In terms of prediction rate, we can see that the Gaussian kernel outperformed the signed kernel, while the signed kernel misclassified some cases. As a result, the Gaussian kernel performed marginally better than the other kernels. There is, however, no hard and fast rule as to which kernel works best in each scenario. It ultimately boils down to testing each kernel and choosing the one that provides the best results on your test dataset.

IV. Decision Tree (DT)

Classification through the Decision Tree has been shown to produce the best results when compared to others. It cannot demonstrate higher accuracy, precision, recall, or F-measure values and is, therefore, best suited for forecasting suicidal attempts. It has a normal accuracy of 78 percent (Joseph et al., 2018). Expert-based feature discovery is thought to be inefficient in terms of running time, possibly since features are pre-selected, and calculations are required.

Table 8: Decision Tree Classifier

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macro Avg</th>
<th>weighted Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.85</td>
<td>0.76</td>
<td>0.78</td>
<td>0.80</td>
<td>0.79</td>
</tr>
<tr>
<td>Recall</td>
<td>0.53</td>
<td>0.94</td>
<td>0.78</td>
<td>0.73</td>
<td>0.78</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.65</td>
<td>0.84</td>
<td>0.78</td>
<td>0.74</td>
<td>0.76</td>
</tr>
<tr>
<td>Support</td>
<td>21.00</td>
<td>33.00</td>
<td>0.78</td>
<td>54.00</td>
<td>54.00</td>
</tr>
</tbody>
</table>

V. K-Nearest Neighbors (KNN)

The results show that our KNN algorithm was unable to identify any of the test collection records with high precision (74 percent), which is insufficient for suicidal prediction. While the algorithm performed admirably on this dataset, it does not predict the same results in other applications. As previously stated, KNN does not always perform well when dealing with high-dimensional or categorical elements.

Table 9: KNN Classifier

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>ACC</th>
<th>macro Avg</th>
<th>weighted Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.50</td>
<td>0.78</td>
<td>0.74</td>
<td>0.64</td>
<td>0.70</td>
</tr>
<tr>
<td>Recall</td>
<td>0.29</td>
<td>0.90</td>
<td>0.74</td>
<td>0.59</td>
<td>0.74</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.36</td>
<td>0.83</td>
<td>0.74</td>
<td>0.60</td>
<td>0.71</td>
</tr>
<tr>
<td>Support</td>
<td>14.00</td>
<td>40.00</td>
<td>0.74</td>
<td>54.00</td>
<td>54.00</td>
</tr>
</tbody>
</table>
Following the implementation of all the classifiers for the suicidal prediction model. In this method of evaluation, we base our assessment of function subset consistency on how well a specific classifier performs when certain features are used to build the classifier. Because the class distribution in the suicidal dataset is balanced, accuracy is not an appropriate evaluation criterion in all situations. In some cases, a single recall value can provide a more precise picture of how well a classifier distinguishes between positive and negative instances, but it is usually prone to data imbalance in others.

5. Conclusion

My question was whether the situation would improve or deteriorate. And the conclusion is that things are improving, at least according to the statistics. Suicide rates have declined in general. Many countries saw a decrease in suicide rates between 2006 and 2015, compared to 1996 to 2005. This trend can be seen in almost all age groups of both sexes. The use of the 10-year median suicide rate (for a given country, age, and gender) reduces the possibility that the observed outcome is spurious due to randomness. I hope that this trend continues for all of us in the twenty-first century. In terms of the reasons for the observed transition, there are several scenarios that I can define in broad strokes as follows:

- Mechanisms, whether intentional or not, that make it difficult to commit suicide.
- Actual sociological, economic, and other factors keep people from thinking about suicide in the first place.
- Faults, stereotypes, methodology improvements, or deception, beginning with local data collection.

Various computational classification algorithms are available for predicting suicidal behavior in a person for behavioral forecasting. The performance of Gaussian Kernel-SVM has been demonstrated to be superior to the other algorithms used. Suicide prevention is a key goal on the worldwide public health agenda, yet data on suicide and suicide attempts is imprecise and difficult to gather. Suicide and suicide attempt monitoring, and surveillance must be improved for suicide prevention initiatives to be effective. This includes suicide attempt registration, clinical suicide attempt registries, and representative surveys of national self-reported suicide attempts. Proper data availability, prediction accuracy, and more and more effective suicide prevention strategies can then be implemented. Suicidal ideation, hopelessness, isolation, addiction, psychoticism, neuroticism, extraversion, and the family setting are all significant areas of higher education, and the current research has yielded very promising results in this regard. There is no such thing as a perfect or final analysis, and each study is presented as a starting point for future research.
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