Classification of brain tumor using a multistage approach based on RELM and MLBP

Mrs. R. Bhavani 1, * and Dr. K. Vasanth 2

1 Research Scholar, Sathyabama Institute of Science and Technology, Chennai-600119, Tamil Nadu.
2 Professor/Electrical and Communication Engineering, Vidyajyothi Institute of Technology, Hyderabad-500075, Telangana, e-mail: vasanthecek@gmail.com.

Abstract

INTRODUCTION: Automatic segmentation and classification of brain tumors help in improvement of treatment which will increase the life of the patient. Tumor may be noncancerous (benign) or cancerous (malignant). Precancerous cells may also form into cancer.

OBJECTIVES: Hough CNN is applied for selected section which applies hough casting technique in segmentation.

METHODS: A multistage method of extracting features, with multistage neighbouring is done for emerging an exact brain tumor classifying methodology.

RESULTS: In this dataset three types of brain tumors are available they are meningioma, glioma, and pituitary.

CONCLUSION: This paper presented an efficient brain tumor classification approach which involves multiscale preprocessing, multiscale feature extraction and classification.

Keywords: multistage neighbouring, modified local binary pattern, regularized extreme learning machine.

Received on 18 November 2021, accepted on 16 June 2022, published on 30 June 2022

Copyright © 2022 R. Bhavani et al., licensed to EAI. This is an open access article distributed under the terms of the CC BY-NC-SA 4.0, which permits copying, redistributing, remixing, transformation, and building upon the material in any medium so long as the original work is properly cited.

doi: 10.4108/eetpht.v8i4.3082

1. Introduction

Automatic segmentation and classification of brain tumors help in improvement of treatment which will increase the life of the patient[1]. Tumor cells are collection of cells which are not in normal form, that form inflammations or developments in the body. Tumor may be noncancerous (benign) or cancerous (malignant). Precancerous cells may also form into cancer. MRI helps in imaging of the internal structure of the body. Tumor cells are collection of cells which are not in normal form, that form inflammations or developments in the body. Tumor may be noncancerous (benign) or cancerous (malignant). Precancerous cells may also form into cancer. MRI helps in imaging of the internal structure of the body. MRI utilizes magnetic fields, radio waves and computer, to capture entire image of the brain which gives more data than other techniques. It also help to find out the exact location and the size of the tumor which makes the medical practitioners to diagnose it properly. If this classification task is done manually it leads to high cost and consumes more time. There are many medical imaging methods like Computed Tomography (CT), Single-Photon-Emission Computed Tomography (SPECT), Positron Emission Tomography (PET), Magnetic Resonance Spectroscopy (MRS), and Magnetic Resonance Imaging (MRI), which are combined to acquire the informations from the brain. In this work MRI method is preferred to obtain the details from the soft tissues[2]. Brain tumor segmentation leads to classifying the pixels which results in classification task. In this work T1 weighted contrast enhanced MRI dataset from 300 patients are taken. This dataset contains tumors such as meningiomas, gliomas, pituitary in sagittal coronal and axial views.

In brain tumor segmentation task two main approaches are adopted. One method is generative method which uses anatomical models in segmentation task. The other method is discriminative method which involves image features using expert segmentations. In paper[3] a preprocessing stage along with extraction of 70 features using combination of intensity profile, cooccurrence matrix and gabor filters. Here since skull stripping is used,
it leads to difficulty in selecting the parameters, which requires more information regarding the images[5]. A comparative study of SVM and ANN analysed in paper[3]. A segmentation method using back propagation classifier [4] attains an accuracy of 95%. Fractal wavelet features [6] are given as input to SOM classifier which provides an precision of 90%. Deep neural networks help to transform feature driven problem to data driven problem[7][8][9].

A DNN model which uses both lower and higher level features by means of GPU helps to make the task faster[13]. Pyramidal multidimensional LSTM technology[14] is applied on the brain tumor segmentation which requires less number of calculation which make this task easier and speedy. Hough CNN is applied for selected section which applies hough casting technique in segmentation [15]. Leaky rectifier linear units[16] in CNN model is used in tumor segmentation. U-net is used along with dice loss to handle unbalanced data[17].

A fusion between handcrafted and CNN is done in tumor segmentation[18]. Capsule network is used to overcome the drawbacks of CNN[19]. The deep features obtained from the 3D CNN remain in order to give training to the support vector machine in classifying the tumor[20]. The features are obtained using the AlexNet in CNN model for classification of tumor[21]. In cascade of LSTM and CNN in classification of tumor ,VGG 16 is used in the building block of CNN , whose extracted features are applied to LSTM[22].

A daboost technique[10] along with thresholding concept is used for classifying the brain tumor. This gives an accuracy of 89.9%. Artificial neural network is applied in brain tumor as pilocytic , low ranking , anaplastic and glioblastoma multiforme[11]. A hybrid fusion of discrete cosine transform and neural network provides good accuracy in classification of tumor[12].

MRI brain tumor segmentation applying adaptively regularized kernel-based Fuzzy C-means clustering assembly[28] had the benefits of adaptability to neighborhood setting. It is also elevated with robustness to preserve image information, lack of restrictions of alignment of parameters, and reduced computational expenses. Automatic segmentation strategy depends on Convolutional Neural Networks (CNN), examining 3x3 kernels. The use of small kernels allows developing a deeper architecture other than having a constructive outcome against overfitting, giving lesser number of weights in the setup.

### 2. PROPOSED METHOD

The input brain MRI image is subjected to normalization and the normalized image underwent a multistage processing by means of gabor and ICA filters. The normalized image is subjected to gabor filter,ICA filter and hybrid combination of gabor and ICA filter. The result from each is subjected to multistage feature extraction using modified local binary pattern. Inorder to find the maximum value from these features maximum pooling is done and then RELM classifier is used to classify brain image into meningioma, glioma, and pituitary. Finally performance metrics are done. The detailed explanation is given below.

#### 2.1. Normalization

Preprocessing of brain image is a significant phase which have an optimistic result on examination of brain images. The brain images, have large values beyond [0, 255], which includes nonpositive datas. This phase converts the intensities of image into [0,1] by means of a min-max normalization rule

$$F(X,Y) = \frac{f(X,Y) - x_{min}}{x_{max} - x_{min}}$$  \hspace{1cm} (1)

Where F, x_min and x_max are the input image, least and upper extreme value in the brain image F respectively. By means of this approach, the contrast of brain boundaries and areas will be enriched and enhanced. Fig.1 shows the pre-processed result of the brain image.
2.2. Gabor texture feature extraction

The two dimensional Gabor filter[25] contains a Gaussian term controlled by frequency and orientation both in complex sinusoidal nature. It can be computed as:

\[
G(I,I) = \frac{1}{2\pi\sigma_x\sigma_y} e^{-\frac{x^2}{2\sigma_x^2}+\frac{y^2}{2\sigma_y^2}} e^{i2\pi\omega \cdot \psi(x,y)}
\]  

(2)

where:
\[
\omega_0, \omega_0 = \text{centre frequency where better response is produced in x and y directions.}
\]
\[
\sigma_X, \sigma_Y = \text{standard deviation in both x and y directions}
\]
\[
X,Y = \text{pixel location.}
\]

A total of 10 orientations are provided to the Gabor filter. Next calculate the orientation bandwidth as, \(\Delta \omega = 360/8 = 45^\circ = 0.7857 \text{ rad}\). The centre of the frequency \(\pi\) is given by

\[
\pi = \frac{\omega_0 + \omega_n}{2} = \frac{1}{2} (\omega_0 - i\omega_0) = 2^{-1}, 3\omega_0
\]  

(3)

For an 256\(\times\)256 image, 20 Gabor filters are used.

2.3 ICA filter

The image is divided into patches \(P(X,Y)\) which is expressed as

\[
P(X,Y) = \sum_{i=1}^{m} A_i \cdot I(x,y)
\]  

(4)

Two terms are involved in ICA filters[23] they are mixing matrix \(A_a\) and separating matrix \(w_a\). They are expressed as

\[
A_a(X,Y) = [A_1(x,y), A_2(x,y), \ldots, A_N(x,y)]
\]  

(5)

\[
w_a(X,Y) = [W_1(x,y), W_2(x,y), \ldots, W_N(x,y)]
\]  

(6)

These represent a group of filters inorder to analyse the image. Here N number of filters are used for filtering the image \(I(X_a,Y_a)\) to get an filtered image \(Y[(X_a,Y_a)]\), which is defined as

\[
Y[I(X_a,Y_a)] = [I(X_a,Y_a) \otimes W_1(x_a,y_a), I(X_a,Y_a) \otimes W_2(x_a,y_a), \ldots, I(X_a,Y_a) \otimes W_N(x_a,y_a)]
\]  

(7)

Where \(\otimes\) is convolution operator.

![Figure 2. Pre-processed Image](image2)

![Figure 3 Multistage processing result: (a) Gabor Filter (b)ICA Filter (c)Gabor+ICA Filter](image3)

**Steps to extract ICA filters**

Step1: Consider a image set having same type of images for applying ICA filters.

Step2: The images in the set are filtered using a nonlinear filter so that high frequency component is enriched.

Step3: Select N patches from the image that satisfies the condition

\[
X_m = A \cdot S_m \quad \text{and} \quad Y_m = W \cdot X_m
\]  

(8)

Where \(A\) is the mixing matrix and \(W\) is the separating matrix.

Step4: By applying PCA the dimension of the matrix is reduced and na eigen vectors are obtained.

Step5: Apply the eigen vectors obtained in step4 to the fast ICA filters and N filters having matrix \(W\).

**Image features using ICA filters**

Step1: After extracting ICA filters, calculate the response of the filter using expression

\[
R(X,Y) = F(X,Y)
\]  

(9)

Step2: A map of activity is obtained which comprises the index of all active filters at each and every pixel. This is expressed as

\[
A(X_a,Y_a) = \text{argmax} (R(X_a,Y_a))
\]  

(10)

Step3: Compute the histogram of \(A(X_a,Y_a)\), and find the global features of the image by scaling this histogram to interval [0, 255].

Step4: Calculate how many times a filter remains in most active state in an area A using a sliding window. This provides a matrix denoted as \(L(X,Y)\).
Step 5: To obtain the local features, first find the histogram of L(Xa, Ya) and convert it in the range of [0 255]

2.4 Modified local binary pattern

The LBP is one of the utmost standard texture descriptors used in computer visualization and image investigation. The advantages are invariance to illumination conditions, low cost of computation, and easiness in construction. A huge amount of LBP alternatives to perform advancements in its power, robustness, and applicability is proposed. In this paper MS-MLBP descriptor is used. MLBP will encode the relationship in neighbouring region between central point and its neighbours. It has more data’s which are available spatially. The MS-MLBP [7] comprises of LBP’s three in number such as the intensity value of the central pixel (E-CI), its neighboring pixels in radial directions along the radius R (E-NI), and difference between central pixel(Gc) and its local pixels in radial directions (E-RD). By applying the central pixel intensities the neighbouring intensities are calculated. The E-CI descriptor compares Gc with the mean of neighbouring pixels shown as

\[ \beta = \frac{1}{n} \sum_{i=0}^{2^N-1} Gc \]  \hspace{1cm} (11)

Which is given as

\[ E - CI = l(Gc - \beta), l(x) = \begin{cases} 1 & x \geq 0 \\ 0 & x < 0 \end{cases} \]  \hspace{1cm} (12)

E-NI represent the features extracted from the intensity values of local pixels pl. There are pl local pixels assumed to be in a circle with radius and intensity as R and Gpr respectively. By equating the local pixels with their associated mean value which is represented as \( \beta l \), the E-NI descriptor translates the intensities as

\[ E - NI = \sum_{p=0}^{pl-1} l(Gpr, N - \beta) 2^N \]  \hspace{1cm} (13)

This forms a pattern, which is pl bit in binary form. This is shifted into its decimal equivalent.

E-RI encodes the intensity difference of two circles having radius R and RI. E-RI is defined as

\[ E - RI = \sum_{p=0}^{pl-1} l(Gpr, N - Gpr - 1, N) 2^N \]  \hspace{1cm} (14)

E-RI and E-NI can produce \( 2^N \) different binary pattern. In order to remove rotational effect and reduce pattern dimension rotational invariant and uniform mapping is done. The updated operators are \( [E-NI]^{ri2} \) and \( [E-RI]^{ri2} \) where u2 and ri represent the uniform mapping and rotational invariant respectively.

MLBP is inappropriate in classification of images having different scale values. The output MLBP (Pi, Ri), i = 1, 2, \ldots, N, associate the patterns in MLBP (Pi, Ri), first concatenate the patterns using joint histogram then calculate the corresponding histogram. This shows the conversion of multidimensional to one dimensional histogram. The joint histograms of E-CI, E-RI and E-NI are denoted as \( [E-CI/NI/RI]^{ri2} (pi, ri) \).

The MS-ELBP is calculated as

\[ E - CI/NI/RI^{ri2} \]  \hspace{1cm} (15)

An image is partitioned into 20 cells with size 2*8, then by various threshold values for local circles and radius such as (pl = 10, R = 2), (pl = 14, R = 3.5) and (pl = 17, R = 5). The extracted features compares the center pixel with surrounding pixels and change the decimal value to its binary along with weighted values.

2.5 Extreme Pooling

The extreme pooling scheme is done to obtain the greatest value from the similar bins of the multi-level MLBP histogram features. For every level, the same (Pi, Ri) set is used to compute its equivalent MLBP histogram features. It is expressed as

\[ H_{E-CI/NI/RI} = \max (E - CI/NI/RI^{ri2}) \]  \hspace{1cm} (16)

where i = 1 \ldots N

These MS-MLBP histogram features are distinguished by applying to MLBP classifier to obtain the trained models.

2.6 Regularized Extreme Learning Machine

The finishing phase of the projected methodology is classification of brain tumor, which help to categorize the brain tumor through RELM classifier. RELM [24] is a type of feedforward neural networks, which has three main layers such as input, output, and hidden layer. Initialization of weights and biases is done in a random manner for input layer, before computation of output layer weights. RELM trains the features extracted and using these features, it classify the brain tumor in an accurate procedure.

Algorithm 1

Step 1: Assign the input parameters, training, dataset used for testing whose features are been extracted and labels used for training.

Step 2: Initialise the weights and biases.

Step 3: Weight and biases are selected in a random manner for input layer.

Step 4: Perform matrix calculation

Step 5: Hidden layers are computed using equation

\[ W = \begin{bmatrix} W_1 & \ldots & W_d \end{bmatrix} \]

where W and B are weight and bias respectively.
Step 6: The weight ($\beta$) and target matrix ($t$) are computed by using

$$\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_m^T \end{bmatrix}$$  \hspace{1cm} (18)

$$t = \begin{bmatrix} t_1^T \\ \vdots \\ t_n^T \end{bmatrix}$$  \hspace{1cm} (19)

Step 7: Testing phase is performed by matrix calculation

Step 8: After calculating hidden layers, output weights are computed as

$$\tilde{\beta} = \frac{1}{(h^T + z)} h^T t$$ \hspace{1cm} (20)

Step 9: Output matrix is calculated as

$$o_l = \tilde{\beta}$$ \hspace{1cm} (21)

Step 10: Finally the testing class labels are calculated as

$$l = \arg\max_{l} \{o_l \} \quad \text{s.t.} \quad v \in \{1, 2, \ldots, k\}$$

3. RESULT AND DISCUSSION

The dataset [26, 27], consists of 3070 MRI images of brain having tumor. The images are taken from 250 patients in transverse, lateral, and frontal plane. These images are categorized to have 990, 1035, 1050 axial images, sagittal images, and coronal images respectively. In this dataset three types of brain tumors are available they are meningioma, glioma, and pituitary. The size of each and every image is 512 x 512 pixels. The whole dataset is divided into four, in which only one is applied for testing and the other three are in training phase.

The parameter values are initialised as

1. The number of Hidden Nodes is taken as 1000, 1500, 1800, 2000, 3000 etc.
2. RELM grid search has a size as 21
3. The regularization parameter is taken as $(\lambda) = e(\text{val})$, where $\text{val} \in \{-10, -9.8, -9.6, \ldots, 0, 9.8, 10\}$
4. The activation function is a tan function,

$$\tanh(x) = \frac{1 + \exp(-2x)}{2} - 1$$

In this approach, the brain tumor is classified as meningioma, glioma, and pituitary by varying the number of hidden layers. The projected technique is equated with traditional methods like CNN and ANN in Table 1. Fig 2 shows the chart pictorially representing Table 1. Fig 3 shows how the activation function varies with the value of x.

### Table 1. Comparison of proposed method with existing methods

<table>
<thead>
<tr>
<th>Type of tumor</th>
<th>Metrics</th>
<th>ANN</th>
<th>CNN</th>
<th>RELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>JAC</td>
<td>0.5259</td>
<td>0.0531</td>
<td>0.6546</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>5.3031</td>
<td>10.395</td>
<td>6.9382</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.9397</td>
<td>0.6073</td>
<td>0.9790</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>1</td>
<td>0.6823</td>
<td>0.9475</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.6459</td>
<td>0.1973</td>
<td>0.6415</td>
</tr>
<tr>
<td>Glioma</td>
<td>JAC</td>
<td>0.6559</td>
<td>0.0541</td>
<td>0.6746</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>5.2031</td>
<td>10.195</td>
<td>6.9482</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.9597</td>
<td>0.6053</td>
<td>0.9690</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>1</td>
<td>0.6623</td>
<td>0.9275</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.6359</td>
<td>0.1863</td>
<td>0.6515</td>
</tr>
<tr>
<td>Pituitary</td>
<td>JAC</td>
<td>0.6259</td>
<td>0.0631</td>
<td>0.6346</td>
</tr>
<tr>
<td></td>
<td>HC</td>
<td>6.4031</td>
<td>10.295</td>
<td>6.9282</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>0.9497</td>
<td>0.6083</td>
<td>0.9890</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>1</td>
<td>0.6723</td>
<td>0.9375</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.6259</td>
<td>0.1963</td>
<td>0.6515</td>
</tr>
</tbody>
</table>

### Table 2. Performance metrics by varying the number of hidden layers

<table>
<thead>
<tr>
<th>Number of hidden layers</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.9585</td>
<td>0.9584</td>
<td>0.9745</td>
<td>0.9999</td>
<td>0.978</td>
</tr>
<tr>
<td>1500</td>
<td>0.9614</td>
<td>0.9612</td>
<td>0.9831</td>
<td>0.9999</td>
<td>0.9802</td>
</tr>
<tr>
<td>1800</td>
<td>0.9675</td>
<td>0.9686</td>
<td>0.8986</td>
<td>0.9986</td>
<td>0.9834</td>
</tr>
<tr>
<td>2000</td>
<td>0.9770</td>
<td>0.9785</td>
<td>0.8534</td>
<td>0.9983</td>
<td>0.9883</td>
</tr>
<tr>
<td>3000</td>
<td>0.9712</td>
<td>0.9656</td>
<td>0.9900</td>
<td>0.9999</td>
<td>0.9888</td>
</tr>
</tbody>
</table>
Figure 4. Performance metrics of various methods compared with existing methods

Table 2 shows that the proposed method is analysed by varying the number of hidden layers. It is observed that the 2000 layers provide greater accuracy than other layers. Fig 4 represents graphical variation of proposed method in various number of hidden layers.

Figure 5. The variation of activation function for value of x

Figure 6. Performance metrics by varying the number of hidden layers

Table 3. Performance of proposed method by varying regularization parameter

<table>
<thead>
<tr>
<th>λ</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP(-9.6)</td>
<td>0.9575</td>
<td>0.9586</td>
<td>0.8826</td>
<td>0.9836</td>
<td>0.9734</td>
</tr>
<tr>
<td>EXP(9.6)</td>
<td>0.9670</td>
<td>0.9485</td>
<td>0.8434</td>
<td>0.9853</td>
<td>0.9783</td>
</tr>
<tr>
<td>EXP(10)</td>
<td>0.9812</td>
<td>0.9556</td>
<td>0.9800</td>
<td>0.9869</td>
<td>0.9788</td>
</tr>
</tbody>
</table>

Figure 7. Performance chart by variation in regularization parameter

Table 4 explains the performance by varying the regularization parameter and its graphical plot is shown in Fig 5.

4. CONCLUSION:

This paper presented an efficient brain tumor classification approach which involves multiscale preprocessing, multiscale feature extraction and classification. At first, brain images are normalized and provided to multiscale processing. In multiscale processing the image is subjected to gabor filter, ICA filter and hybrid combination of gabor and ICA filter. The features are extracted from a multistage feature extraction technique which involves modified local binary pattern. The extracted features are applied to maximum pooling and then applied to the RELM classifier. The RELM classifier classifies into meningioma, glioma, and pituitary. The performance metric is compared with few state to art techniques like ANN and CNN. The proposed method provides an accuracy which is higher than existing techniques.
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