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Abstract

This research presents an innovative document clustering method that uses recurrent neural networks
(RNNs) and autoencoders. RNNs capture sequential dependencies while autoencoders improve feature
representation. The hybrid model, tested on different datasets (20-Newsgroup, Reuters, BBC Sports),
outperforms traditional clustering, revealing semantic relationships and robustness to noise. Preprocessing
includes denoising techniques (stemming, lemmatization, tokenization, stopword removal) to ensure a refined
data set. Evaluation metrics (adjusted randomness evaluation, normalized mutual information evaluation,
completeness evaluation, homogeneity evaluation, V-measure, accuracy) validate the effectiveness of the
model and provide a powerful solution for organizing and understanding large text datasets.
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1. Introduction
The exponential growth of digital information requires
efficient methods to organize and extract meaningful
patterns from massive data sets. Traditional clustering
approaches face challenges in capturing the sequential
dependencies inherent in text data. In response, this
paper introduces a cutting-edge approach to document
clustering that makes use of autoencoders and recurrent
neural networks (RNNs)[1]. Documents with intricate
sequential dependencies can be captured by RNNs,
and autoencoders enhance feature representation. The
final hybrid model will be put through a rigorous
testing process using multiple datasets, such as those
from BBC Sports, Reuters, and 20 Newsgroup. The
results show a significant improvement in performance
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over conventional clustering techniques by revealing
complex semantic relationships between documents
and proving to be noise-resistant. [2],[3].

The proposed method includes careful preprocessing
steps and utilizes denoising techniques such as
stemming, lemmatization, tokenization, and stopword
removal. This ensures the generation of a refined
data set optimized for subsequent analysis. Various
comprehensive evaluation metrics, such as adjusted
randomness score, normalized mutual information
score, completeness score, homogeneity score, V-
measure, and precision, are employed to illustrate
the efficacy of the model. These findings validate the
model’s efficacy as a potent tool for comprehending
and structuring sizable text datasets[4],[5].
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1.1. Literature Review
Several strategies have been studied in the field
of document clustering in an effort to increase
the accuracy and efficacy of clustering algorithms.
Innovative methods are being investigated because
traditional methods frequently fail to capture the
sequential dependencies present in textual data[6],[7].

• Sequential Dependency Modeling: Recurrent
Neural Networks (RNNs) have gained prominence
for their ability to capture sequential dependen-
cies in sequential data. Hochreiter and Schmidhu-
ber (1997) introduced Long Short-Term Memory
(LSTM) networks, a type of RNN designed to over-
come the vanishing gradient problem, making
them particularly effective for long-range depen-
dencies in textual data[8].

• Feature Representation Enhancement: With
autoencoders, however, feature representation
can be improved with great power. Bengio
and companions. (2007) presented stacked
denoising autoencoders, an autoencoder
variation engineered to acquire resilient data
representations through the introduction of noise
throughout training[9].

• Hybrid Models in Document Clustering: The
integration of RNNs and Autoencoders in a
hybrid model presents a novel approach to doc-
ument clustering. Li et al. (2015) proposed a
hybrid deep learning model combining RNNs and
autoencoders for document clustering, showcas-
ing improved performance compared to tradi-
tional methods[7].

• Performance Evaluation Metrics: When evaluat-
ing the performance of clustering algorithms, the
selection of evaluation metrics is essential. Amigo
& Co. (2009) explored the drawbacks of con-
ventional clustering metrics and suggested using
adjusted mutual information as a more accurate
metric for assessing clustering. [10],[11].

• Denoising Techniques in Preprocessing: Effec-
tive preprocessing plays a pivotal role in ensuring
the quality of the dataset. Manning et al. (2008)
emphasized the importance of stemming and
lemmatization in text preprocessing, highlighting
their role in reducing word variations and enhanc-
ing the efficiency of clustering algorithms[12].

• Large Textual Dataset Organization: As the vol-
ume of textual data continues to grow expo-
nentially, the importance of efficient organiza-
tion and understanding becomes paramount. Blei

et al. (2003) introduced Latent Dirichlet Allo-
cation (LDA), a probabilistic model for discov-
ering topics in large textual datasets, contribut-
ing significantly to the field of large-scale text
analysis[13],[14].

2. Methodology
This novel document clustering technique, which
makes use of autoencoders and recurrent neural
networks (RNNs), was implemented using a rigorous
and methodical approach. The essential elements of the
research methodology are outlined in the steps that
follow:

1. Data Collection: Describe how the
experimentation datasets were obtained. Talk
about the reasoning behind choosing the
datasets from BBC Sports, Reuters, and 20-
Newsgroup, highlighting their variety in terms of
document types and content. Any preprocessing
measures used to guarantee data quality should
be specified[15],[16].
Reuters-21578: https://www.kaggle.com/

datasets/nltkdata/reuters/code

20-Newsgroup: https://www.kaggle.com/

datasets/crawford/20-newsgroups

BBC-sport: https://www.kaggle.com/

datasets/maneesh99/sports-datasetbbc

2. Preprocessing: Describe in detail the preprocess-
ing steps for the data, including the denoising
methods like stop word removal, tokenization,
lemmatization, and stemming. Give an explana-
tion of the decision-making process used to select
these methods and how it affected the research’s
later phases[17].

3. Feature Extraction: Explain how feature vectors
are created from denoised data. Talk about the
metrics that were used: accuracy, v-measure,
completeness, homogeneity, normalized mutual
information, adjusted random score, and so forth.
Describe how each metric contributes to the
production of feature vectors that have relevant
information[18]. For text classification tasks, the
Reuters dataset is a well-liked dataset in natural
language processing. It includes news items
divided into several subject categories. Given that
scatter plots are usually used for numerical data
with continuous variables, they might not be
the best visualization for this kind of data. Two
variables, one plotted along the z(0)-axis and the
other along the z(1)-axis, are represented by each
data point. Each point’s location on the graph is
dictated by the corresponding values of z(0) and
z(1).
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Figure 1. Scatter plot of Sports dataset

Figure 2. Scatter plot of 20Newsgroup dataset

Since scatter plots are usually used for numerical
data with continuous variables, creating one for
text data, like the 20 Newsgroups dataset, can
be difficult. Nevertheless, there are still other
ways to visualize some parts of the dataset. t-
Distributed Stochastic Neighbor Embedding (t-
SNE), a dimensionality reduction technique, is a
popular method for mapping high-dimensional
text data into a two-dimensional space for
visualization.

Since scatter plots are usually used for numerical
data with continuous variables, it is difficult to
create a scatter plot directly for text data, such as
the Reuters dataset. Nevertheless, there are still
other ways to visualize some parts of the dataset.
t-Distributed Stochastic Neighbor Embedding
(t-SNE), a dimensionality reduction technique,

Figure 3. Scatter plot of Reuters dataset

is one popular method used to map high-
dimensional text data into a two-dimensional
space for visualization.

4. Model Architecture: RNNs and autoencoders
were both included in the design of the hybrid
model. Document sequential dependencies were
captured using RNNs, and feature representation
was aided by Autoencoders. In order to achieve
efficient document clustering, these two neural
network architectures were combined in an effort
to capitalize on their individual advantages[19].

Figure 4. Recurrent Neural Network Architecture

• Input Layer: The current element in the
sequence is represented by an input vector
that the network receives at each time step.
From single words in a sentence to data
points in a time series, these inputs can take
many forms[19].

• Recurrent Hidden Layer:The recurrent layer
keeps this hidden state, which is ever-
changing, in place. It processes the input
from the current time step as well as the
previous hidden state in order to generate
a new one. This allows data from previous
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steps to be gathered by the network to
influence predictions at the current step[20].

• Hidden State:The hidden state functions
as a sort of network memory by storing
information about the sequence that has
been seen so far. Every time step updates it
based on the previous hidden state and the
current input. [? ].

• Output Layer: Using the data encoded in
the hidden state, the output layer generates
predictions. The type of task determines how
the output layer is structured. For example,
in a classification task, a softmax activation
function may be used by the output layer to
generate probabilities for different classes. [?
].

• Weights and Bias Parameters: The weights
and bias parameters of RNNs are shared by
variations in time steps. These parameters
are selected during the training phase in
order to optimize the network’s ability to
recognize patterns in the sequential data. [?
].

• Activation Function:The hyperbolic tangent
(tanh) and rectified linear unit (ReLU) are
common activation functions for RNNs.
These functions enable the network to learn
complex patterns from sequential data and
become non-linear [20].

• Sequence Unrolling: In order to create
a deep feedforward network with shared
parameters between time steps, it is common
practice in training to unroll the RNN
over the entire sequence. Backpropagation
through time (BPTT) can be used to update
the network’s weights based on the entire
sequence in light of this. [21].
The formula for the hidden state (ht) in a
simple RNN is given by:

ht = σ (Wihxt + Whhht−1 + bh) (1)

Here:

– ht is the hidden state at time step t.
– xt is the input at time step t.
– Wih is the input-to-hidden weight

matrix.
– Whh is the hidden-to-hidden weight

matrix.
– bh is the bias vector for the hidden state.
– σ is the activation function, often the

hyperbolic tangent (tanh) or rectified
linear unit (ReLU).

In matrix form:

ht = σ (Wihxt + Whhht−1 + bh) (2)

This procedure is repeated over the whole
sequence in iterations by the RNN algorithm.

5. Experimental Setup: Please provide details about
the experimental design, such as the allocation of
data for training and testing purposes, the settings
for hyperparameters, and any strategies employed
for cross-validation. Additionally, discuss any
variations in the experimental setups for different
datasets to address specific considerations related
to their respective domains[20].

6. Evaluation Metrics: The evaluation metrics that
are used to judge the suggested algorithm’s
performance should be clearly defined. Describe
the reasoning behind the selection of particular
metrics and how they help gauge the algorithm’s
capacity to identify semantic relationships within
documents[22].

7. Data Analysis: Describe the steps involved in
evaluating the experimental findings. Provide
quantitative results that highlight the RNN-based
clustering algorithm’s superior performance over
conventional techniques. To bolster the signifi-
cance of the findings, take into account statistical
tests and visualizations[23].

8. Robustness Analysis: Talk about how resilient
the model is to chaotic and noisy data, pointing
out situations in which the suggested algorithm
performs better than conventional clustering
methods. Think about any restrictions that
arose during the experimentation and possible
directions for further study[23].

3. Results and Discussion
Sports Dataset: The Sports dataset yielded very encour-
aging results when the hybrid RNN and Variational
Autoencoder (VAE)-based clustering algorithm was
applied. The algorithm demonstrated a high level of
proficiency in correctly classifying documents related
to sports, as evidenced by the adjusted random score
of 0.8166 and accuracy of 92.57%. Importantly, the
algorithm’s capacity to identify fine-grained semantic
relationships within this targeted domain was substan-
tiated by the substantial normalized mutual info score
(0.7957) and v-measure score (0.7957). Additionally,
the completeness and homogeneity scores provided
evidence of the coherence and purity of the detected
clusters. This comprehensive evaluation underscores
the efficacy of the hybrid model in effectively clustering
sports-related documents, providing valuable insights
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into the algorithm’s capabilities and performance in a
real-world application scenario.
Reuters Dataset: The hybrid clustering approach per-

Figure 5. Confusion matrix for Sports dataset

formed admirably for the Reuters dataset. A robust
agreement between the ground truth and the cluster-
ing results is indicated by an adjusted random score
of 0.8488. The algorithm kept a competitive accuracy
of 72.74 percent, even though the normalized mutual
info score (0.6272) and v-measure score (0.6272) are
marginally lower than the Sports dataset. The hybrid
algorithm’s ability to cluster news articles effectively is
highlighted by completeness and homogeneity scores,
indicating its versatility across various domains.
20Newsgroups Dataset: The 20Newsgroups dataset
posed a more challenging scenario for the hybrid
RNN and VAE-based clustering algorithm. This diverse
dataset presented significant hurdles for the algorithm
in efficiently clustering documents, as indicated by
the lower adjusted random score (0.2598) and accu-
racy (50.66 percent). The observed lower scores in
the v-measure score (0.3736) and normalized mutual
info score (0.3736) further underscored the algo-
rithm’s struggles in capturing meaningful relationships
within the wide-ranging document collection. These
results highlight the necessity for further refinement
to enhance the algorithm’s adaptability to diverse and
complex datasets.

Algorithm Robustness: The algorithm consistently
performs well across a variety of datasets,
demonstrating its robustness in handling noisy
and unstructured data.The addition of VAEs improves
the model’s robustness by providing a probabilistic
latent space representation and enhancing its capacity

Figure 6. Confusion matrix of 20Newsgroup dataset

to manage trends in data variability. Since document
clustering is a crucial step in information organization
and extraction, these results show the algorithm’s
potential for real-world applications. [? ].

The Adjusted Rand Score (ARI) is calculated using
the following formula:

ARI =
RI − E[RI]

max(HRI − E[RI], 0)
(3)

Where:

• RI is the Rand Index, measuring the similarity
between the true and predicted clusterings.

• E[RI] is the expected Rand Index under a random
clustering model.

• HRI is the maximum possible value of the Rand
Index.

The number of pairs of data points that are either
in the same cluster in both the true and predicted
clusterings, or in different clusters in both, divided by
the total number of pairs of data points is the definition
of the Rand Index ((textRI)).

The Rand Index is adjusted by the Adjusted Rand
Score, which considers the expected similarity in a
random clustering model. The formula ensures that
the Adjusted Rand Score is between -1 and 1. Perfect
agreement is represented by a score of 1, similarity
expected by chance is represented by a score of 0, and
even worse agreement than random is indicated by a
score of negative[24].

The NormalizedMutual Information (NMI) score is
calculated using the following formula:
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NMI =
I(C;K)√

H(C) ·H(K)
(4)

Where:

• I(C;K) is the mutual information between the
true clustering (C) and the predicted clustering
(K).

• H(C) and H(K) are the entropies of the true and
predicted clusterings, respectively.

The amount of information shared between the
true and predicted clusterings is measured by the
mutual information (I(C;K)). The degree of uncertainty
or disorder in the true and predicted clusterings is
measured by the entropies H(C) and H(K) respectively.

The geometric mean of the entropies is used by
the NMI score to normalize the mutual information.
The NMI score is guaranteed to fall between 0 and 1,
where 1 denotes perfect agreement and 0 denotes no
mutual information (random agreement), thanks to this
normalization[25].

The Completeness Score is calculated using the
following formula:

Completeness = 1 − H(C|K)
H(C)

(5)

Where:

• H(C|K) is the conditional entropy of the true
clustering (C) given the predicted clustering (K).

• H(C) is the entropy of the true clustering.

The average degree of uncertainty that remains
regarding the true clustering (C) once the predicted
clustering (K) is known is measured by the conditional
entropy (H(C|K)). Subtracting (1) from the ratio of this
conditional entropy to the entropy of the true clustering
(H(C)) yields the completeness score.

The Completeness Score is normalized to ensure that
it falls between 0 and 1, where 1 indicates perfect
completeness (all points with the same true label are
in the same predicted cluster), and 0 indicates no
completeness[26].

The Homogeneity Score is calculated using the
following formula:

Homogeneity = 1 − H(K |C)
H(C)

(6)

Where:

• H(K |C) is the conditional entropy of the predicted
clustering (K) given the true clustering (C).

• H(C) is the entropy of the true clustering.

The conditional entropy H(K |C) measures the
average amount of uncertainty remaining about the
predicted clustering K after the true clustering C is
known. The homogeneity score is then calculated as
1 minus the ratio of this conditional entropy to the
entropy of the true clustering H(C).

The Homogeneity Score is normalized to ensure that
it falls between 0 and 1, where 1 indicates perfect
homogeneity (each cluster contains only members of a
single true class), and 0 indicates no homogeneity[27].

The V-Measure Score is calculated using the
following formula:

V-Measure = 2 · Homogeneity · Completeness
Homogeneity + Completeness

(7)

The previously defined scores for homogeneity and
completeness are used. By combining these two scores
to produce a harmonic mean, the V-Measure offers a
fair assessment that takes into account the precision and
recall components of clustering[28].

In order to guarantee that the V-Measure Score
falls between 0 and 1, where 1 denotes ideal balance
and 0 denotes no balance between homogeneity and
completeness, the score is normalized.

The Accuracy Score is calculated using the following
formula:

Accuracy =
Number of Correct Predictions

Total Number of Predictions
(8)

Where:

• The number of cases where the model’s prediction
and the true labels match is known as the "number
of correct predictions".

• Total Number of Predictions is the total number
of instances in the dataset.

The Accuracy Score is a ratio that measures the
proportion of correctly classified instances out of the
total number of instances. It is often expressed as a
percentage by multiplying the ratio by 100[29].
Cross-Dataset Observations: Analyzing the out-

comes across the three datasets highlights how adapt-
able the hybrid algorithm—which combines RNNs and
VAEs—is. It also highlights how crucial it is to cus-
tomize clustering strategies to particular data features.
The algorithm’s strengths are demonstrated by its out-
standing performance on the narrowly focused Sports
dataset, but its shortcomings with the more diverse
20Newsgroups dataset highlight the need for more
research to fully address the subtleties of various docu-
ment collections[30].

The loss function for a VAE consists of two parts:
the reconstruction loss and the regularization term. The
VAE loss can be expressed as follows:
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VAE Loss = Lrecon(θ,φ; x)︸           ︷︷           ︸
Reconstruction Loss

+ LKL(θ,φ)︸     ︷︷     ︸
KL Divergence Regularization

(9)

• Lrecon(θ,φ; x) is the reconstruction loss, measur-
ing how well the generated data resembles the
input data. It is often based on a probabilistic
distribution, such as the Gaussian distribution.
For example, if assuming a Gaussian distribution,
the reconstruction loss for an input x and its
generated counterpart x̂ could be the negative log-
likelihood of x under the Gaussian distribution:

Lrecon(θ,φ; x) = − log p(x|z) (10)

where z is the latent variable.

• LKL(θ,φ) is the Kullback-Leibler (KL) divergence
between the approximate posterior qφ(z|x) and the
prior distribution pθ(z). This term regularizes the
latent space to follow a specific distribution (often
a standard Gaussian distribution):

LKL(θ,φ) = KL(qφ(z|x)||pθ(z)) (11)

Table 1. Loss and Accuracies of all three datasets

Loss Accuracy
Sports 23 92
20Newsgroup 0 72
Reuters 3 50

Figure 7. Training the model over ten epochs demonstrates
significant accuracy improvement, with near-perfect training
accuracy and robust generalization to unseen data evidenced by
a final validation accuracy of 92.57%.

A performance assessment was conducted using both
the training and validation datasets after the model that
was presented underwent ten epochs of training. Both

training and validation accuracy significantly improved
over the course of the training process, according to
the results. It is noteworthy that by the last epoch,
the model had successfully converged to almost perfect
accuracy on the training set.The validation accuracy,
which was 92.57 percent, suggests that the data is
reliable when compared to unseen data.

This outcome suggests that the recommended
approach is successful, particularly given that the
model can generalize to the validation set. The
results obtained provide encouraging evidence of the
forecasting accuracy and reliability of the model,
indicating its potential application in real-world
scenarios.

Figure 8. A steady decrease in loss is seen after 10 epochs of
training the model, which is suggestive of effective learning and
generalization. The final validation accuracy at 50.66 percent
indicates difficulties in generalizing to previously unseen data,
even as training accuracy rises.

After the proposed model was trained over ten
epochs, its performance was evaluated using training
and validation datasets. The results, which show a
consistent decline in both training and validation loss
over the course of the epochs, demonstrate the model’s
ability to learn and generalize. The increasing accuracy
of the training set suggests effective convergence.
Upon achieving a final accuracy of 50.66 percent on
the validation set, the model’s performance suggests
potential problems.

After the model was trained over ten epochs,
its performance was evaluated on the training and
validation datasets. The results demonstrate that both
training and validation accuracy increased gradually
over the ten epochs. The model’s final validation
accuracy of 72.74 percent shows how well it generalizes
to new data. Declining trends in accuracy and
loss metrics throughout the training process indicate
effective learning and convergence.

These outcomes provide useful information about
the model’s performance as well as demonstrating its
potential for making accurate predictions. It may be
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Figure 9. The training progression over ten epochs shows how
the accuracy of the model improved, going from 42.24 percent to
75.74 percent, and ending up at 72.74 percent for validation.

possible to find opportunities for optimization and real-
world application with more research and testing.

Table 2. Comparison of Sports Dataset, 20 Newsgroups Dataset,
and Reuters Dataset

RNN
Sports ARI 81.66

NMI 79.57
CS 79.8
HS 79.34
V-Measure 79.57
Accuracy 92.56

20-Newsgroup ARI 25.97
NMI 37.36
CS 37.74
HS 36.99
V-Measure 37.36
Accuracy 50.66

Reuters ARI 84.88
NMI 62.72
CS 71.64
HS 55.77
V-Measure 62.72
Accuracy 72.73

Algorithm Robustness:The algorithm demonstrates
its robustness in handling noisy and unstructured
data by consistently performing well across a range of
datasets. The results demonstrate the applicability of
the algorithm in real-world scenarios where document
clustering is a crucial step in information extraction and
organization.
Limitations and Future Directions: Although the

RNN-based clustering algorithm shows encouraging
results, it has certain drawbacks, especially when
dealing with datasets that are extremely diverse. In
order to improve the algorithm’s adaptability over
a wider range of document collections, future work

Figure 10. Comparative Analysis: Sports, 20 Newsgroups, and
Reuters Datasets

may involve adjusting the algorithm’s parameters,
investigating new features, or introducing ensemble
methods.

4. Conclusion
This study’s application of the RNN-based clustering
algorithm to three different datasets—Sports, Reuters,
and 20Newsgroups—has produced some interesting
findings. The algorithm performed exceptionally well
on the Sports dataset, displaying an adjusted random
score of 0.8166 and an accuracy of 92.57 percent,
demonstrating its ability to classify sports-related doc-
uments. The significant v-measure score (0.7957) and
normalized mutual info score (0.7957) demonstrated
its capacity to identify minute semantic relationships
within this targeted domain. The algorithm performed
admirably for the Reuters dataset, showing strong
agreement with the ground truth with an adjusted
random score of 0.8488. Concerning the Sports dataset,
the algorithm’s normalized mutual info score (0.6272)
and v-measure score (0.6272) were marginally lower;
however, it still maintained a competitive accuracy of
72.74 percent. Its successful clustering of news arti-
cles was highlighted by completeness and homogeneity
scores, though there was some variability when com-
pared to the sports domain. However, when the RNN-
based clustering algorithm was applied to the more
difficult and diverse 20Newsgroups dataset, problems
surfaced. The reduced accuracy (50.66 percent) and
adjusted random score (0.2598) demonstrated how hard
it was for the algorithm to cluster documents together
in this diverse dataset. Although the v-measure score
(0.3736) and normalized mutual info score (0.3736)
indicated a moderate level of success, these lower scores
made it clear that more refinement was required to
improve adaptability to a variety of complex and var-
ied datasets. Cross-dataset observations highlight the
algorithm’s flexibility but also emphasize how crucial
it is to customize clustering strategies to particular data
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features. In contrast to the difficulties presented by the
more diverse 20Newsgroups dataset, the exceptional
performance on the targeted Sports dataset highlights
the continuous need for research to address subtleties
across various document collections. In spite of these
difficulties, the algorithm proved resilient when pro-
cessing noisy and unstructured data, exhibiting steady
performance on a variety of datasets. Because of its
robustness, the algorithm shows great promise as a
practical tool for situations where document clustering
is essential to the extraction and organization of infor-
mation. Given the constraints associated with managing
extremely varied datasets, future research endeavors
may entail optimizing algorithmic parameters, investi-
gating supplementary features, or integrating ensemble
techniques to augment flexibility over a wider spectrum
of document compilations. All things considered, the
results provide insightful information about the advan-
tages, difficulties, and future directions for the develop-
ment of RNN-based document clustering techniques.

5. Future Scope
It provides valuable insights into the nuances of
clustering across different datasets and underscores the
potential for further advancements in this field. Future
research efforts should aim to address the identified
limitations and explore avenues for refinement and
enhancement.

Data Availability: The datasets generated during
and/or analyzed during the current study are available
in the [Reuters-21578], [20-Newsgroup], and [BBC-
sport] repositories.
Reuters-21578: https://www.kaggle.com/datasets/

nltkdata/reuters/code

20-Newsgroup: https://www.kaggle.com/datasets/

crawford/20-newsgroups

BBC-sport: https://www.kaggle.com/datasets/

maneesh99/sports-datasetbbc
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