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Abstract 

With the advent of big data era and the enhancement of computing power, Deep Learning has swept the world. Based on 

Convolutional Neural Network (CNN) image classification technique broke the restriction of classical image classification 

methods, becoming the dominant algorithm of image classification. How to use CNN for image classification has turned 

into a hot spot. After systematically studying convolutional neural network and in-depth research of the application of 

CNN in computer vision, this research briefly introduces the mainstream structural models, strengths and shortcomings, 

time/space complexity, challenges that may be suffered during model training and associated solutions for image 

classification. This research also compares and analyzes the differences between different methods and their performance 

on commonly used data sets. Finally, the shortcomings of Deep Learning methods in image classification and possible 

future research directions are discussed. 
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1. Introduction

1.1 Traditional Algorithms 

Image classification means that a target picture is given 

first, and then an algorithm is used to identify the category 

of the picture. There are many ways to sort images. In 

term of various semantics of image, they are sorted into 

object classification, event classification, emotion 

classification, and scene classification. The major course 

of image classification involves image preprocessing [1], 

image characteristics description and extraction [2] and 

the structuring of classifier [3]. Preprocessing includes 

operations such as image filter and size normalization, the 

mission of which is to treat the image more handily; 

Image features are the description of obvious property, 

and suitable characters are picked and effectively 

extracted through a specific image classification 

algorithm; Classifier is an algorithm that categorize the 

target image based on the selected characteristic. 

The above process describes what is a traditional image 

classification method. Its properties are mainly 

determined by feature extraction and classifier devised. 

The feature extraction that applied in classical image 

classification algorithms are manually chosen by humans. 

Usual image characteristics cover low-level visual 

features like shape, texture, and color, as well as Scale-

invariant feature transform [4], Local Binary Patterns [5], 

Histogram of oriented gradient [6] and so on. Although 

these features have universality, they are not pertinent to 

specific images and division ways, and images of some 

complex scenes, it is indispensable that can exactly 

describe target images. Common traditional classifiers 

consist k-Nearest Neighbor [7], Support Vector Machine 

[8] and so on. These classifiers are straightforward to

carrying out and are more effective for easy image
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classification missions, but for certain categories with 

delicate variance, images severe disturbance and other 

problems, their accuracy is significantly reduced, that is, 

classical classifiers are inappropriate for intricate image 

classification.   

1.2. Application of CNN in The Internet of 
Things 

Due to the development of computers and the enhance of 

computing power, Deep Learning [9-11] has gradually 

entered our field of vision. Compared with traditional 

image classification algorithms, it no longer needs to 

manually extract features from the primeval picture, but 

autonomously learns characteristics from samples through 

training. Those features are intimately associated with the 

classifier. And it addresses the hard puzzle of manual 

characteristics extraction and classifier picking 

This technological breakthrough makes AI more 

widely used in the field of Internet of Things, such as 

product quality inspection in manufacturing, remote 

sensing for environmental management or high-resolution 

cameras for gathering information on the battlefield. 

Some of sensors are immobile, and others are applied into 

moving targets, like satellites, drones, and cars. 

In the old days, lots of applications about computer 

vision were restricted to some enclosed platform. 

However, when associated with IP connectivity 

technologies, they invent a fresh group of applications 

which were previously impossible. Computer vision, plus 

with IP connectivity, data analytics and AI, will be 

catalysts for mutually, leading to a significate leap in 

Internet of Things innovation and application. 

2. Convolutional Neural Networks

2.1. Neural Networks 

Neural network [12] is a significant machine learning [13] 

technique and the basis of deep learning. As shown in 

Figure 1. Classical Neural Network, in the input and 

output layers, the count of nodes is fixed, but the quantity 

of nodes can be randomly specified in the middle layer 

[14]; The more important is the connection line 

(connection between neurons), and the corresponding 

weight of each connection line needs to be obtained 

through training [15, 16]. The essence of the neural 

network is made up of numerous neurons [17]. The 

specific data flow process in the neural network is shown 

in Figure 2. Neural network processing. In the figure, x1, 

x2, and x3 are adopted to represent input 1, input 2, input 

3 respectively, and w1, w2, w3 represent weight 1, weight 

2, weight 3. The bias is b. The nonlinear function is 

represented by g (·), and the output is represented by y 

[18-20]. The course can be represented by the below 

expressions: 

( )1 1 2 2 3 3y g w x w x w x b=  +  +  + (1)

Figure 1. Classical Neural Network 

Figure 2. Neural network processing 

2.2. Convolutional Neural Networks 

Convolutional neural network [21-23] is to add a 

convolution layer (conv layer) and a pooling layer 

(pooling layer) based on neural network, and rest 

hierarchical structures are remains uniform with ordinary 

neural networks [24]. The flow of its data in the 

convolutional layer is still illustrated in Figure 1: given an 

RGB color image (5×5) input into the convolutional layer, 

the values in parentheses represent the resolution. Then 

the corresponding input is no longer three values, but 

three 5 × 5 matrices corresponding to the three-color 
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channels of the color image [25-27], which are 

represented by x1, x2 and x3 respectively, and the weights 

of the CNN are no longer value, but a matrix smaller than 

the size of the input pixel matrix, so it is called a 

convolution kernel. Let the size of the convolution kernel 

be w1, w2 and w3, respectively, and w represents the 

(2×2) weight matrix [28, 29]. The nonlinear function is 

represented by G (·), the bias matrix is b, and its output is 

set to the pixel matrix y [30, 31]. The flow of data in the 

convolutional layer can be expressed as follows: 

( 1 1 2 2 3 3 )y G w x w x w x b=  +  +  + (2) 

The parameter sharing mechanism is the biggest 

feature of the convolutional layer. The weights of the 

convolution kernels are gained from training, and the 

weights of the convolution kernels do not alter in the 

convolution process [32-34]. It means that we can extract 

the same characteristics in different positions of the initial 

image through the operation of a convolution kernel. 

Pooling layer: Also known as undersampling or downs

ampling. It is mainly used for feature dimension reduction

, compressing the number of data and parameters [35-37], 

reducing overfitting, and improving the fault tolerance of t

he model. The pooling layer is mainly divided into max p

ooling [38] and average pooling. The max pooling is to co

rrespond to the region of the filter dimensions on the pictu

re, and take the largest value of the pixel in the region to g

ain the information related to the characteristics [39-41]. 

The feature information gained by this technique can pres

erves the image better. The average pooling is to take the 

average value of all the pixels that are not 0 in the above a

rea, to obtain the feature data, and this method better retai

ns the extraction of the background information of the ima

ge. As shown in Figure 3. Pooling operations, a 4×4 imag

e matrix is input, and a 2×2 sliding filter is constructed to 

slide on this image matrix with a step size of 2 [42, 43]. T

he role of the sliding filter is to calculate the maximum va

lue and the average value of the pixels within its filtering r

ange, and finally downsampling the original pixel matrix t

o a 2×2 matrix.

3. Image Classification Based on
Convolutional Neural Networks

The biggest advantage of image classification based on 

CNN is that extracting certain manual characteristics is 

not essential for specified image classification methods or 

classification methods, but to simulate the vision 

processing system of the brain to abstract the image 

hierarchy and automatically screen the characteristics 

[44], for achieving the sorting mission of images. This 

section first introduces the datasets frequently used in 

image classification [45], briefly introduces several 

classic classification models, and finally describes the 

challenges encountered in the training process and 

solutions.  

3.1. Common Data Sets 

The following shows the datasets that are commonly used 

for classification: 

MNIST [46]: The MNIST dataset is one of the most 

studied datasets in the computer vision and machine 

learning literature. The goal of this dataset is to correctly 

classify handwritten digits 0-9, and it itself contains 

60,000 training images and 10,000 test images. 

CIFAＲ-10[47]: CIFAR-10 contains 60,000 32*32*3 

(RGB) images with a feature vector dimension of 3072, 

divided into 10 categories. It should be noted that these 10 

categories are independent of each other, and each 

category has 6000 images. Among them, 50,000 images 

are used for training and 10000 images are used for 

testing. 

CIFAＲ-100: There are also 60000 color images with 

an image resolution of 32 × 32, divided into 100 

categories, and each category has 600 pictures, covering 

500 images for training and 100 images for testing. 

ImageNet[48]: The ImageNet dataset is a computer 

vision dataset founded by Professor Feifei Li of Stanford 

University, which contains 14,197,122 images and 21,841 

Synset indices. A Synset is a node in the WordNet 

hierarchy, which in turn is a set of synonyms. ImageNet 

has long been a reference for assessing the capability of 

image classification algorithms. 

3.2. Classical Convolutional Neural Network 
Models 

Figure 3. Pooling operations 
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Typical CNN network structure models commonly used 

for image classification include LeNet [49], AlexNet [21], 

GoogLeNet [50], VGGNet[51] and so on. The following 

is only a brief analysis of CNN's original model and the 

image classification model that has won the first and 

second prizes in previous ILSVRC competitions and is 

more innovative than before, as well as its advantages and 

disadvantages. 

LeNet: LeNet5 was proposed in 1994 and is the 

fundamental network of the basic network. Through 

clever design, LeNet5 uses convolution, parameter 

sharing, pooling and other operations to extract features, 

avoiding a lot of computational costs, and its network 

involves a total of 60k parameters. The basic framework 

of the LeNet is displayed in Figure 4. Convolution 

process of LeNet. Among them, the convolutional layer 

extracts spatial features, the pooling layer performs mean 

downsampling [52-54], and the fully connected layer 

converts the output of the previous convolutional layer 

into an overall convolution with a convolution kernel of h

×w, where h and w are the previous The height and width 

of layer convolution results; Finally, the output layer 

adopts a soft-max [55] classifier. The model was first 

applied to digit identification and the result is great. 

Nevertheless, for the low computational efficiency at that 

time, the depth of the designed model is relatively 

shallow, the parameters are not many [56-58], and the 

structure is relatively simple, so LeNet is not appropriate 

for more complex image classification missions [59, 60]. 

Figure 4. Convolution process of LeNet 

AlexNet: This network involves a total of about 60M 

parameters, and is the ILSVRC2012 champion network. 

The network structure of AlexNet and LeNet is very 

similar, but the network has deeper layers and further 

parameters. The basic framework of AlexNet is shown in  

Figure 5. Convolution process of AlexNet. Compared 

to LeNet, the model applies the ReLU [61] activation 

function, and the gradient descent is faster than before, so 

there are less iterations in training. The model also 

decrease overfitting[62] through dropout[63] and Data 

Augmentation[64]. Nevertheless, its capacity for 

describing and extracting image characteristics remains 

more than limited. 

Figure 5. Convolution process of AlexNet 

GoogLeNet: GoogLeNet is a deep neural network 

model based on the Inception module launched by google, 

and it is also the ILSVRC2014 champion network. The 

Inception module is shown in  

Figure 6. Inception module. There are 4 sections in 

total. The first part performs 1×1 convolution on the 

input. It can organize message across channels and 

enhance the expressive capacity of the network; The 

second part also applies 1×1 convolution, and then applies 

3×3 convolution, which is equivalent to two characteistics 

conversion; The next part is like the second; The last part 

is to execute 3 × 3 maxi pooling and then applies 1 × 1 

convolution [32]. Before the advent of GoogleNet, our 

layer often used only one operation, such as convolution 

or pooling, and the size of the convolution kernel of the 

convolution operation was also fixed. However, in 

practical situations, in images of different scales, different 

sizes of convolution kernels are required to achieve the 

best performance. For the same image, convolution 

kernels of different sizes perform differently because their 

receptive fields are different [65]. Therefore, we hope that 

the network can choose by itself, and Inception can meet 

such needs. An Inception module provides a variety of 

convolution kernel operations in parallel, and the network 

chooses and uses it by adjusting the parameters during the 

training process. Compared with the previous network 

model, the depth of GoogLeNet has been greatly 

increased, reaching an unprecedented 22 layers. For it has 

just 1/12 the quantity of parameters of AlexNet, the 

computational amount of the model is obviously 

diminished, and the precision of image classification has 

attained a new level. Although the layers of the 

GoogLeNet have attained 22, it is highly tough to further 

deepen the layer, for with the deepening of the model 

level, the difficulties about gradient dispersion grows 

more and more severe, which makes the network tough to 

train. 
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Figure 6. Inception module 

VGGNet: This model is the runner-up network of 

ILSVRC2014. VGG is improved based on AlexNet, 

which can be seen as a deepened version of AlexNet. And 

the entire network consists of convolutional layers and 

fully connected layers [66], VGG uses small 

convolutional cores (3×3), as shown in Figure 7. 

Convolution process of VGGNet. In the convolution 

structure of VGGNet, a 1*1 convolution kernel is 

imported, and a nonlinear transformation is introduced 

without affecting the input and output dimensions, which 

increases the expressiveness of the network and reduces a 

certain amount of calculation. The model uses a higher 

number of channels and a wider feature degree. Each 

channel represents a Feature Map, and more channels 

represent more abundant image features. The number of 

channels in the first layer of the VGG network is 64, and 

each subsequent layer has been doubled to a maximum of 

512 channels. The increase in the number of channels 

allows more information to be extracted. Although the 

model did not win the championship in ILSVRC2014, its 

performance is almost the same as the championship. 

Figure 7. Convolution process of VGGNet 

ResNet: This model is the winner network of ILSVRC 

2015, and Its appearance is a milestone in the history of 

CNN images. The model is designed to solve the 

"degenerate" problem, that is, when the network depth 

increases, the network accuracy saturates or even 

declines[67]. The reason why the model cannot get better 

learning effect is that as the model grows more intricate, 

the optimization of stochastic gradient descent[68] grows 

more trouble. Consequently, Dr. He put forward residual 

learning to solve the degradation problem. As shown in 

Figure 8. Residual module, when the input is represented 

by x, the learned characteristics are noted as H(x), and 

currently we expect that it can learn the residual 
. In this way, the initial learning 

characteristic is represented as F(x)+x. The cause is that 

the residual learning is easier than direct learning from 

raw characteristic[69]. If the residual is 0, the stacking 

layer does the identity mapping at this time, at least the 

network capability will not be degraded, and the residual 

will not be 0, which will make the stacking layer learn 

new characteristics depended on the input characteristics, 

resulting in greater properties.  

Why residual learning is relatively easier, intuitively 

look at the residual learning needs to learn less content, 

because the residual will generally be relatively small, 

learning difficulty is smaller. However, we can analyze 

the questions from a mathematical thinking of view, the 

residual model can be represented as: 

1

( ) ( , )

( )

l l l l

l l

y h x F x W

x f y+

= +

=
    (3) 
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where lx and 1lx + represent the input and output of 

the l th residual unit, respectively. Note that every 

residual unit typically involves a multilayer framework. 

F  is the function that means the learned residual. 

( )l lh x x=  means the identity map, and f  means a 

ReLU activation function[70]. The learning traits we find 

from shallow l  to deep L  can be represented as: 

( )
1

,
L

L l i i

i l

x x F x W
−

=

= +    (4) 

adopting chain rules, we can obtain the gradient of the 

reverse course: 

( )
1

1 ,
L

L
i i

i ll L l L l

xloss loss loss
F x W

x x x x x

   

    

−

=

 
=  =  + 

 


  (5) 

The first factor of the equation, 

L

loss

x




, means that the 

loss function attains a gradient of L , the 1 means that the 

short-circuit mechanism can propagate the gradient 

without loss, while another residual gradient requires to 

go through a layer with weights, and the gradient do not 

pass immediately. The residual gradient will not be all -1, 

and even though it is relatively little, the presence of 1 

will not result in the gradient to lost. Therefore, residual 

learning is more relaxing than before.  

Figure 8. Residual module 

SENet [71]:This model is the champion network of 

ILSVRC 2017, and like the emergence of ResNet. It 

reduces the error rate of the previous model to a large 

extent. The full name of SENet is Squeeze-and-Excitation 

Networks, which is mainly composed of two parts: 

Squeeze and Excitation. The model is shown in Figure 9. 

Squeeze-and-Excitation Networks. Among them, what 

Squeeze does is to compress the size of the original image 

H*W*C to 1*1*C, which is equivalent to compressing 

H*W into one dimension. In practice, it is generally 

realized by global average pooling. After H*W is 

compressed into one dimension, it is equivalent to 

obtaining the global view of the previous H*W with this 

dimension parameter, and the perception area is wider. 

Excitation will get the 1*1*C representation of Squeeze, 

add a fully connected layer to predict the importance of 

each channel, get the importance of different channels, 

and then apply it to the corresponding channel of the 

previous feature map, then do the follow-up operation. 

One of the great advantages of SENet is that it can be 

easily integrated into existing networks to improve 

network performance, and the cost is very small. 

Figure 9. Squeeze-and-Excitation Networks 

Mobile Net[72]: Mobile Net came out in 2017 and was 

created by Google. The original intention of Mobile net is 

to shine after AlexNet won the ImageNet championship in 

2012. Since then, the structure of the network has become 

deeper and more complex. For mobile and embedded 

devices, this is clearly inappropriate. Through this paper, 

the authors detail their design of a lightweight, low-

latency network that can be easily applied to mobile and 

embedded devices. 

The main innovation of Mobile Net is to replace 

ordinary convolution with Depthwise separable 

convolution, and the core idea of Depthwise separable 

convolution is to split ordinary convolution into two parts: 

Depthwise + Pointwise. The Depthwise convolution is 

shown Figure 10. Depthwise convolution, which does not 

do channel fusion after convolution operations. That is, its 

convolutional kernel only does convolution operations 

with each layer of the input texture map. The Pointwise 

convolution is shown in Figure 11. Pointwise 

convolution, which uses a 1*1 convolution kernel to 

perform channel fusion on the feature map after 

Depthwise convolution. Among them, Depthwise 

corresponds to grouped convolution, and Pointwise 

corresponds to concatenated information.  

EAI Endorsed Transactions on 
Internet of Things 

04 2022 - 04 2022 | Volume 7 | Issue 28 | e4



A Review of Image Classification Algorithms in IoT 

7 

Figure 10. Depthwise convolution 

 Figure 11. Pointwise convolution 

3.3 Training Precautions and Techniques 

The following is a brief analysis of the common problems 

encountered in the training of Convolutional Neural 

Network models and their solutions. 

Overfitting: The model can only fit the data well within 

the training set, and perform poorly outside the training 

set[73]. The main reasons for this phenomenon are as 

follows: (a) the complexity of the model is too high, 

including too many parameters or over-training; (b) the 

noise data in the sample interferes too much, causing the 

model to over-remember the noise features, Instead, it 

ignores the real input and output features[74]; (c) The 

amount of data is limited. Therefore, the problem can be 

solved in three ways. For the problem of too many model 

parameters, the model depth can be reduced; for the 

problem of over-training, methods such as pair loss 

function [75], regularization, random deactivation, etc. 

can be used. If there is too much noise in the data image, 

the data can be preprocessed to achieve noise reduction. 

For the problem of too little data, on the one hand, the 

data set can be expanded, and on the other hand, the 

images in the original training set can be flipped, 

enlarged, and translated and added to the training set 

again. 

Underfitting[76]: The model cannot fit the data well 

within the training set mainly due to the insufficient depth 

of the network model. Therefore, this problem can be 

solved by deepening the layer of the network. 

Gradient vanishing [77],Gradient exploding [78]: Since 

the convolutional neural network adopts the back-

propagation method, this method uses chain derivation, 

and the gradient on the previous layer is the product of the 

gradient from the latter layer. When the number of 

network layers is relatively deep, most of the continuous 

multiplication factor is less than 1, and the final product 

tends to 0, which is the so-called gradient disappears; 

Similarly, if most of the continuous multiplication factor 

is greater than 1, then the final product tends to infinity, 

that is so-called gradient explosion. For the vanishing 

gradient problem, the commonly used solutions include: 

introducing the Residual module used in the ResNet 

model or improving the activation function. For the 

exploding gradient problem, in addition to improving the 

activation function, optimization techniques such as batch 

normalization (BN) [79-81]and weight regularization can 

also be performed. 

4. Algorithm Comparison

This section compares and analyzes representative CNN 

models in the references from the perspective of 

temporal/spatial complexity of CNN models and accuracy 

on ImageNet datasets.  

4.1 Classification Accuracy 

This summary is mainly to analyze the error rate of the 

model described above. As shown in  Table 1, the 

Top-1 error rate indicates that the label learned by 

the model takes the category with the highest predicted 

probability as the classification result, so the Top-1 

error rate represents the classification result. Among 

the learned labels, the class with the highest 

predicted probability is not the ratio of the correct class, 

and so on. The Top-5 error rate represents the ratio of the 

five classes with the highest predicted probability of the 

learned labels that do not contain the correct class. 

Among them, the second and third columns are the error 

rates on the validation set, and the fourth column is the 

error rate on the test set. The test set used is the 

designated test set for the ILSVRC competition that year, 

so it is of great reference significance, especially in 2017 

The ILSVRC champion network SENet achieved a Top-5 

error rate of 2.25% on the test set, a qualitative leap over 

the previous network performance. From AlexNet in 2012 

to SENet in 2017, the error rate dropped from 15.3% to 

2.25%, which displays that CNN has developed very fast 

in recent years, but it is far from reaching the bottleneck. 
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Table 1. Error rate comparison 

4.2 FLOPS and Number of Parameters 

The time complexity and space complexity of the model 

are important indicators for measuring the quality of the 

model. The time complexity is usually measured by the 

number of floating-point operations per second (FLOPs), 

and the space complexity is measured by the number of 

model parameters. The following focuses on the analysis 

of space complexity. Excessive space complexity means 

that there are many parameters to be trained, and the 

amount of data is greatly increased. This undoubtedly puts 

forward higher requirements for the sample size of the 

data set, and the ability to characterize the data 

distribution is also enhanced. Although it is undoubtedly a 

good thing for classification tasks on some complex 

datasets, it is also fatal for some simple datasets and may 

cause serious overfitting problems. Table 2 lists the 

FLOPs and number of parameters of the above classical 

models. 

Table 2. Time complexity and space complexity 

5. Conclusion

Humans have hundreds of millions of neurons, which 

together constitute the human nervous system. A deep 

convolutional neural network is also an information 

processing system, is like the human nervous system. 

Convolutional neural network is an important method of 

deep learning, which is widely used in computer vision-

related tasks, especially in image classification tasks. This 

paper focuses on image classification based on deep 

convolutional neural networks, firstly introduces the basic 

models from LeNet to ResNet, then introduces the 

commonly used datasets for image classification 

experiments, and finally compares and analyzes the 

performance of classic network models.  

Currently, CNN has caused the focus of lot of 

researchers because of its prominent properties like 

weight sharing, pooling operations, and multi-layer 

structures. CNN enters the initial information into the 

network straightly, and performs learning from the 

training data, which avoids the weaknesses of manual 

feature extraction, and its whole classification course is 

auto. Though these traits have allowed it widely applied, 

it does not imply that the existing network is free of flaws. 

It remains an open question about how to train a deep 

network model with the deeper layers, and there are still 

many difficulties and challenges that we need to 

overcome one by one in the future. 
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