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Abstract 

Facial emotion recognition technology is used to analyze and recognize human emotions based on facial expressions. This 
technology uses deep learning models to classify facial expressions, eyes, eyebrows, mouth, and other facial expressions to 
determine a person's emotions. The application of facial emotion recognition in the field of education is a potential way to 
evaluate the level of student absorption after each class period. Using cameras and emotion recognition technology, the 
system can record and analyze students' facial expressions during class. In this paper, we use the Convolutional Neural 
Network (CNN) algorithm combined with the linear regression analysis method to build a model to predict students' facial 
emotions over a period of time camera recorded. 
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1. Introduction

In recent years, many studies related to facial
recognition and analysis have been widely applied. 
Through Deep Learning models, many works have 
produced prediction results with the state of the high 
performance. In addition, hardware systems have also 
integrated microchips that support human face recognition 
through the camera on that device. The application of Deep 
Learning for emotional analysis is also being built and 
developed to control and predict human behavior through 
faces [2].  
Facial emotion recognition is one of the developments in 
facial image recognition, however, many definitions are 
not really clear. With the division of seven types of 
emotions as Happiness, Satisfaction, Surprise, Fear, 
Sadness, Anger, and Indignation, Matsumoto [1] proposed, 
however, Mase and Pentland [3] said, there are 4 types of 
emotions 'Happy', 'Sad', 'Angry' and 'Surprise' expressed 
more clearly; Other types of emotions are often ambiguous 
and highly dependent on the observer's experience (i.e., 
cannot be precisely quantified). The Radboud Faces 

Database divides facial emotions into 8 categories: 'Happy', 
'Sad' 'Fear', 'Angry', 'Surprise', 'Disgust', 'Neutral' and 
'Scorn'. The Kaggle FER-F2013 dataset [4] only has 7 
types of emotions: ‘Happy’, ‘Sad’ ‘Fear’, ‘Angry’, 
‘Surprise’, ‘Disgust’, and ‘Neutral’. Facial recognition 
applications are mainly applied to detect strangers entering 
illegally through smart cameras integrated into existing 
systems. Some banks have also applied facial recognition 
when making transactions at banks. withdrawal point. 
Many universities have also tested and built facial 
recognition systems, but they are only at the testing level 
and have not yet been deployed. In addition, most current 
timekeeping and attendance systems are based on 
fingerprint timekeeping machines. 
Using facial emotion recognition technology in education 
can bring a number of benefits: instead of having to rely on 
student feedback through surveys or interviews, this 
technology allows assessment Automatically assess 
student satisfaction and absorption levels, it helps schools 
save time and effort; Can provide immediate feedback after 
each class, helping lecturers and schools immediately 
identify problems and adjust teaching methods to increase 
student absorption. 
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2. Deep learning modeling 
approach 

2.1 Facial Sentiment Recognition based on 
Deep Learning model 

Deep learning (DL) is a subset of machine learning 
methods. DL focuses on building computer models that use 
"deep" architectures (visualized as having many layers) to 
learn complex representations of data and perform complex 
tasks based on data with a lower level of abstraction, by 
data layering and nonlinear transformations [5]. Some 
popular deep learning algorithms include ANN, which 
consists of many layers of neurons (computational units) 
connected to each other. These neural networks are capable 
of learning hidden features and mapping inputs to desired 
outputs. In addition to CNN architecture, deep learning 
network models have many other architectural forms such 
as fully connected feedforward layers, RNN, LSTM, GRU, 
DBN... [6][8][10] a simple DL network architecture with 3 
layers: 
Input layer: This layer receives input data and transmits it 
over the network. In the face recognition problem, the input 
layer can be the pixels of an image containing a face. 
Hidden layer: This layer is the core of the network and 
performs calculations to learn complex features from input 
data. Deep learning architectures often have many 
consecutive hidden layers to learn high level data’s 
representations. 
Output layer: This layer creates the output of the model 
after going through hidden layers. In the face recognition 
problem, the output layer can predict the location and 
identity of faces in the image. 
Depending on the type of model and specific task, there 
may be additional components in the deep learning 
architecture, i.e., recurrent neural networks, skip 
connections, dimensionality reduction layers, and many 
other types of layers to enhance model performance in each 
specific problem.  
 

 

Figure 1. Deep learning model in face recognition 

A typical deep learning model [7] is used in human face 
recognition, in which the input data of the network can be 
data in the raw form of RGB pixels (even without 
preprocessing). The features are combined and formed into 
small details in the first hidden layer, then continue to be 
reconstructed and combined with large details in the 
second hidden layer, and finally, the feature images of the 
whole face are in the third hidden layer. The output layer 
gives an assessment of the probability of which class 
(person) the face belongs to, as shown in Figure 1. 

2.2. Deep learning application for facial 
emotion recognition 

There are many types of deep learning algorithms 
applied to the problem of facial emotion detection [9]. 
Some popular types of deep learning models are as follows: 

- CNN is one of the most popular types of deep learning 
models in image processing and computer vision. CNN 
networks are capable of learning complex features from 
image data and can automatically extract important 
features related to emotions. 
- RNN is a type of deep learning model often used in 
processing time series or linked data. RNN can be used to 
process image sequences containing facial expressions in 
videos. 

- Long Short-Term Memory (LSTM): a variant of RNN, 
designed to handle the problem of disappearing 
information in long data strings. 

- Multimodal Embedding Neural Network: This is a type 
of model that combines data from many different 
information sources, such as facial images and voice 
sounds, to detect facial emotions comprehensively. faceted 
and multi-dimensional. 

- Transfer Learning Neural Network: a technique that 
reuses a model previously trained on a similar task such as 
face detection or emotion classification, then fine-tunes the 
model for the specific problem. 

 
The first dataset for this problem is CK+ with only 593 

image series, the MMI dataset also only has 740 images 
and 2900 videos. Some recently appeared datasets have a 
larger number of samples such as EmotionNet [11] with 1 
million samples or AffectNet [12] with 450 thousand 
samples. The datasets also vary in the number and way of 
classifying emotions, as well as in calculating the 
performance of the classification methods. 
Widely applied, but the problem of detecting facial 
emotions is still a big challenge, and the accuracy of current 
systems is still quite low. According to the CNN model of 
Liu et al, for the new MMI dataset, it is about 78.5% [13]; 
According to Vielzeuf et al, the VGG16-LSTM model for 
the new AffectNet dataset achieved 48.6% [14]. 

3. Proposed evaluation method 
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3.1 Proposed evaluation of emotional state 
recognition 

Linear regression is widely used in many different 
fields to determine the linear relationship between a 
dependent variable and one or more independent variables. 
In this article, the author uses a linear regression equation 
to predict the emotion rate after identifying the facial 
emotions of a number of students, and from there, evaluate 
the emotions through each state. draw conclusions about 
whether students are satisfied or not when participating in 
a class. Once you have finished implementing CNN, the 
next steps will be: 

 
Step 1. Split the video into small segments (T), for example, 
60 seconds. 
Step 2. Randomly take 1 image/1 second in the divided 
video T, and calculate the percentage of each emotion. 
Step 3. Implement a linear regression model to calculate 
the accuracy and loss coefficient of each emotion at a 
specific time. 
Step 4. Calculate the total percentages (accuracy) of each 
emotion of nT 
Step 5. Compare the accuracy of the Sum of Proportions of 
each emotion. 

3.2 Linear regression equation 

The goal of all supervised learning models in machine 
learning is to find a prediction function that minimizes the 
error value compared to the ground truth. The ground truth 
here is the value of the target variable y. This error is 
measured through loss functions. Training a machine 
learning model essentially boils down to finding the 
extreme value of the loss function [15] [16]. 

In the forecasting problem, use the MSE (Mean Square 
Error) function as the loss function. This function has a 
value equal to the average of the sum of squared errors 
between the predicted value and the ground truth. Suppose 
we consider a univariate regression equation including 
observations whose dependent variable is 𝐲𝐲 =
{𝐲𝐲1,𝐲𝐲2, … , 𝐲𝐲𝐧𝐧} and input variable 𝐱𝐱 = {𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝐧𝐧}.  
Vector, w = (w0, w1) with w0,  w1 are the slope 
coefficient and the estimated coefficient, respectively. 
The univariate linear regression equation:  

 
𝑦̂𝑦𝑖𝑖 = 𝑓𝑓(𝑥𝑥𝑖𝑖) = 𝑤𝑤0 + 𝑤𝑤1 ∗ 𝑥𝑥𝑖𝑖 

where (xi, yi) is the ith data point. 
The goal is to find a vector that minimizes the error 
between the predicted and actual values. That is, 
minimizing the loss function is the MSE function: 
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where ℒ(w) represents a loss function of w under the 
condition that we know the input is vector x and the 
dependent variable vector y. We can find the extreme value 
of the equation based on the derivative with respect to w0 
and w1 as follows: 

- Derivative with respect to w0: (1) 
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- Derivative with respect to w1 : (2) 
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- Equation (1), we present: 

𝑤𝑤0 = 𝐲𝐲� − 𝑤𝑤1𝐱𝐱�. 
 

Substituting into equation (2) we can calculate: 
 
−𝐱𝐱𝐱𝐱��� + 𝑤𝑤0𝐱𝐱� + 𝑤𝑤1𝐱𝐱2���  = −𝐱𝐱𝐱𝐱��� + (𝐲𝐲� − 𝑤𝑤1𝐱𝐱�)𝐱𝐱� + 𝑤𝑤1𝐱𝐱2���

 = −𝐱𝐱𝐱𝐱��� + 𝐲𝐲�𝐱𝐱� − 𝑤𝑤1𝐱𝐱�2 + 𝑤𝑤1𝐱𝐱2���
 = 0

 

Thence inferred: 
Substitute in to calculate: 
 

𝑤𝑤0 = 𝐲𝐲� − 𝑤𝑤1𝐱𝐱�. 

4. Results and discussions 

4.1 Dataset 

The FER2013 dataset [4][18] is a widely used dataset 
in the field of facial emotion recognition (Facial 
Expression Recognition). This is a dataset of human face 
images with corresponding emotion labels. FER2013 
includes images of faces collected, under different 
conditions with different facial expressions. The data totals 
about 35,887 facial images. All images in this data set are 
48x48 pixels in size and are divided into 3 parts: a training 
set of 28,709 images, a public test set of 3,589 images, and 
a public test set of 3,589 images. The private test set 
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includes 3,589 images. Figure 2 shows the Model classes 
in the data set. 
 

 

Figure 2. Labels in the training dataset 

Each image in the dataset is labeled with one of the 
following emotions: 'Happy', 'Sad' 'Fear', 'Angry', 
'Surprise', 'Disgust', and 'Neutral' as shown in Figure 3 and 
the number of images. Images of the emotions of the 
training set and test set are shown in Figure 4. 
 

 
 

Figure 3. Visualize Images before Assigning Label 

 

Figure 4. Visualize the number of images from train 
and test sets 

4.2 Facial Emotion Recognition based to 
CNN 

First, normalize the pixel value to [0,1] and convert the 
image to standard size, 48x48 pixels. Continue to split the 
dataset into a training dataset and a test dataset. Then, build 
the CNN model with main layers such as the convolution 
layer, ReLU activation layer, pooling layer, fully 
connected layer, and Softmax output layer. Choose the 
number of convolution layers, number of neurons, and 

hyperparameters appropriate to the specific problem. Then, 
train the CNN model on the training set. During training, 
the model will learn features from image data and predict 
the corresponding emotions, Max-pooling layer is used 
after every two convolutional layers [17], [19], [20]. Figure 
5 is a diagram depicting facial emotion recognition from 
the dataset. 

 

 

Figure 5. CNN model for Facial Emotion 
Recognition 

4.3 Accuracy and loss function 

 
Test and evaluate the model, using the test set to 

evaluate the model's performance. Evaluation can be done 
using metrics such as accuracy, Loss function, confusion 
matrix, and other metrics related to the accuracy of emotion 
classification. In experiments, the accuracy and loss 
function are shown to be used together to evaluate and 
monitor the performance of CNN. Figure 6 shows two 
graphs evaluating accuracy and loss when training and 
testing the model. 
 

 

Figure 6. Evaluating model performance via 
Accuracy and Loss 

Input the image extracted from the camera into the model 
and get the corresponding emotion prediction. After 
running the test model from the images of the video 
obtained, the results based on the training set predict the 
student's emotional state. Figure 7 below is the three 
emotions Neutral, Happy, and Angry predicted from a 
student in the classroom: 
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Figure 7. Prediction Result 

4.4 Results of facial status analysis on a 
period of time 

Analyzing and synthesizing facial states over a period of 
time, the author uses linear regression to create a prediction 
model based on the percentage of occurrence of the 7 
'Happy' facial emotional states, 'Sad' 'Fear', 'Angry', 
'Surprise', 'Disgust', and 'Neutral' were obtained from the 
CNN method. 

 
In reality, if camera analysis extracts an image, we 

cannot evaluate the emotional state over a long period of 
time, for example the entire course of a student's class. In 
this experiment, the author took a short period of time to 
analyze the ratio of facial emotional states. 

 
Suppose in 1 second, we randomly take 1 image, testing 

with a time of 60 seconds (T1), so we have 60 images on 
T1. During this time period, emotions are calculated as a 
percentage of occurrence for each second over 60 seconds. 
These emotional states are calculated from the extracted 
images. The first is Happy, which has the highest 
occurrence rate of ~90%, followed by Neutral ~9%, the 
third is Sad ~1%, the remaining states have a rate of 0. 
Figure 8 visualizes the percentage level average of HAPPY 
status. 
 

 

Figure 8. Evaluating the status by emotion HAPPY 
in 60 seconds 

Evaluating the performance of the model by Accuracy and 
mean square error in T1, HAPPY state: 
w1:  -0.00244487718894251 
w0:  90.60833239809607 
 

Similar to the Neutral emotional state, Figure 9 visualizes 
the percentage level average of NEUTRAL status: 
 

 

 

Figure 9. Evaluating the status by emotion 
NEUTRAL in 60 seconds 

Neutral emotional state obtained: 
w1:  0.0027309736940815737 
w0:  8.966680923163844 
 
Similarly, with the emotional Sad state, Figure 10 
visualizes the percentage level average of SAD status. 
 

 

Figure 10. Evaluating the status by emotion SAD in 
60 seconds 

Variance and precision: 
w1:  0.002333053667685484 
w0:  0.454398166468926 
 
For the remaining emotional states, the percentage of 
occurrence is not present. Continue to choose 60 images 
over the next 60 seconds (T2), and experiment similarly as 
above, Neutral has the highest appearance rate ~80%, 
followed by Neutral ~20%, the remaining states account 
for the highest proportion ~ 0. Figure 11 visualizes the two 
states Happy and Neutral of the next 60 seconds (T2). 
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Figure 11. Evaluating the status by emotion HAPPY 
and NEUTRAL in 60 seconds 

In T2, HAPPY emotional state: 
w1:  0.00019752267554824925 
w0:  19.228659145512445 
NEUTRAL emotional state: 
w1:  0.000854584043345456 
w0:  80.72030254234464 
 
Finally, to get the accuracy of the appearance rate of 
emotional states from students' faces, compare the average 
of all the rates of emotions of the same type from the 
analyzed T times (60 seconds): 
 

𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 =
1
𝑛𝑛
�(𝑇𝑇1𝑤𝑤0 + 𝑇𝑇2𝑤𝑤0 + ⋯  𝑇𝑇𝑛𝑛𝑤𝑤0)
𝑛𝑛

𝑇𝑇=1

 

 
Compare the average state accuracy (avAccS), HAPPY 
and NEUTRAL emotional rates of the total of the first 60 
seconds (T1) and 60 seconds (T2) continued: 

𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 =
𝟗𝟗𝟗𝟗.𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔 +  𝟏𝟏𝟏𝟏.𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐

𝟐𝟐  

 
𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 =

𝟖𝟖.𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗𝟗+  𝟖𝟖𝟖𝟖.𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕𝟕
𝟐𝟐  

 
Thence inferred: avAccHappy > avAccNeutral  
 
The HAPPY facial emotional state appeared more than the 
NEUTRAL facial emotional state extracted from the 
camera for 2 minutes.  
Thereby, we can predict the facial emotions of students in 
the classroom over a long period of time. 

5. Conclusion 
Research Deep Learning algorithms to analyze features 

to enrich original training data. Thereby, choose a suitable 
CNN algorithm to build a simulation program to analyze 
facial emotions and make accurate predictions of facial 
emotions. Furthermore, combined with CNN, the author 
uses a linear regression model to evaluate facial emotions 
in a video. The article has made some new contributions in 
applying Deep Learning to recognize facial emotions, 
applied to assessing student satisfaction in the classroom. 
The research results will contribute to improving the 
position and quality of scientific research at Nguyen Tat 
Thanh University. 
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