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Abstract. To address the issue of poor stability in consensus networks caused by arbitrary 

selection of main nodes in the PBFT consensus algorithm, this paper proposes a improved 

algorithm named R2-PBFT, which means Random and Reliable PBFT and is improved 

from PBFT algorithm based on hash ring and reputation model. Firstly, a dynamic 

reputation evaluation model was constructed to classify nodes with good reputation values 

into main node group. Then, the nodes within the main node group are hashed and formed 

a logical hash ring. Meanwhile, when a transaction is comping, it is mapped to the hash 

ring in the same way. Finally, the first node in the clockwise direction at the hash ring is 

selected as the main node. Theoretical analysis and experiments have shown that, our 

algorithm effectively avoids problems such as predicted attacks on the main node and 

power concentration, and effectively improves the reliability and stability of consensus 

networks. 
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1 Introduction 

As the cornerstone of Bitcoin[1], blockchain achieves the goal of system decentralization through 

its unique data structure, P2P network architecture, and clever encryption and decryption 

design[2]. The consensus algorithm is mainly used to solve the problem of how honest nodes 

reach consensus in distributed and untrusted network environments[3-4]. The core of consensus 

is two parts: "selecting the owner" and "accounting", which can be divided into four steps[5]: 

selecting the owner, building blocks, verifying, and linking up. Currently, mainstream consensus 

algorithms include PoW[6], PoS[7], DPoS[8], Raft[9], PBFT[10], and so on. PBFT is a Byzantine 

fault-tolerant consensus algorithm that can ensure the correctness of consensus results in the 

presence of a certain number of malicious nodes in the network. 

The main node selection method for PBFT consensus algorithm has been widely studied by 

scholars. Bai Shangwang adopts a verifiable random function to randomly select the master 

node from the consensus nodes, and adds a random number seed to the request sent by the client. 

After receiving it, each slave node verifies the legitimacy of the master node through the VRF 

algorithm[11]; Ren Xiuli proposed a multi master node consensus mechanism, which calculates 

the number of valid consensus rounds based on the historical behavior of nodes, and selects 

multiple master nodes based on the number of valid consensus rounds[12]; Wang Rihong 
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proposed a consensus algorithm based on Time Weighted Value (TWV), which sets TWV for 

each node and takes the node with the largest TWV as the main node[13]; Han Zhenyang changed 

the election method of the main node in PBFT to active detection, and other nodes periodically 

detect activity towards the main node[14]. 

Random selection in the above literature [11] is beneficial for fair competition among nodes, 

but it cannot guarantee that the selected nodes are excellent. Literature [12] [13] [14] basically 

selects the optimal node based on some evaluation rule. Once a node continues to serve as the 

main node, it is easy to cause excessive concentration of consensus operation. The improvement 

ideas for PBFT main node selection mostly aim to randomly select or select more reliable main 

nodes, lacking a selection mechanism that simultaneously considers the randomness and 

reliability of main node selection. 

In view of this, this article proposes an improved PBFT algorithm based on hash rings and 

reputation models—R2-PBFT (Random and Reliable PBFT). Introduce a dynamic reputation 

evaluation mechanism for nodes, and divide the main node group based on reputation threshold 

to ensure the reliability of the selection of main nodes; Drawing on the idea of consistent hashing, 

the hash value of consensus requests is mapped to a logical hash ring composed of a group of 

master nodes to achieve random selection of master nodes. 

2 Design of R2-PBFT consensus algorithm 

2.1 Algorithm idea 

In order to improve the reliability of selecting master nodes, the R2-PBFT algorithm adds 

reputation value attributes to all nodes, constructs a dynamic reputation evaluation model, 

dynamically updates the reputation value of each node, and filters out master node groups based 

on reputation thresholds. Each master node comes from a master node group with good 

reputation values. 

To solve the problems of predicted attacks on the main node and excessive concentration of 

packaging power when continuously serving as the main node, the R2-PBFT algorithm utilizes 

the idea of consistent hashing to hash the attributes of each node, forming a logical hash ring 

for the nodes in the main node group. During consensus trading, transactions are also hashed, 

mapped to the hash ring, and the first node is searched clockwise as the current round of main 

node. Due to the unpredictability of trading tasks, the selection of the main node is truly random. 

2.2 Network structure design 

The schematic diagram of the R2-PBFT network structure is shown in Figure 1. R2-PBFT 

introduces computing nodes, which are operated by regulatory agencies with administrative 

influence and do not participate in consensus. They are responsible for summarizing the local 

behavioral reputation values and self recommended reputation values of each node in the 

CollectCredit stage, calculating the global reputation values and reputation thresholds of each 

node in the BroadcastCreditG stage, and broadcasting them to all nodes. 



 

  

 

Fig. 1. R2-PBFT network structure diagram 

2.3 Dynamic reputation evaluation mechanism 

In order to reduce the probability of malicious nodes serving as the main node, R2-PBFT 

introduces the reputation value attribute for nodes and establishes a dynamic reputation 

evaluation model for nodes. The reputation value of nodes is closely related to their own 

performance and historical behavior. The defined node behavior is shown in Table 1. 

Table 1. Node behavior description 

type illustrate 

Normal behavior 

Able to correctly complete message verification, provide signatures, assemble 

data, send messages, maintain data, and other operations within a limited time 

frame 

Malicious 

behavior 

Malicious behavior such as tampering and replaying of messages can be 

considered as Byzantine nodes 

Silent behavior 
Not responding to messages that should be responded to, there are two 

situations: malicious denial of service and passive denial of service 

 

Definition 1: Local behavior reputation value. The local behavior reputation value is the 

evaluation of a node on the evaluated node, mainly considering the interaction situation of the 

current round of consensus. For example Credit_P(X)𝑖→𝑗 , it represents the local behavior 

evaluation of node i on node j. The local behavior reputation value of node jis determined by 

node i based on the interaction behavior, behavioral roles, consensus efficiency, and 

participation of node j. It is expressed in formula 1. 

 _ ( )i j i j i j i jCredit P x A B C  → → → →=  +  +             (1) 

Among them,𝐴𝑖→𝑗 represents the current behavior factor that node i evaluates node j, which is 

determined by the current role coefficient and behavior content of node j from the perspective 

of node i (Definition 2);𝐵𝑖→𝑗 represents the consensus efficiency factor of node j when node i 



 

  

interacts with node j (Definition 3); 𝐶𝑖→𝑗 indicates the participation of node j in the consensus 

of node i in this round (definition 4);α, β,γ corresponding coefficients. 

Definition 2: Current behavior factor. Due to the fact that there are two types of roles in the 

PBFT algorithm: the master node and the slave node, which have different impacts when 

different roles commit crimes. Therefore, the role coefficients are set in the current behavior 

factor to provide reasonable rewards and punishments for the behavior of different roles. In the 

consensus process, there are three stages that require node interaction: Prepare, Prepare, and 

Commit. The current behavior factor calculation method is extracted as Formula 2. 

1 1 2 2 3 3

3
i j

r Act r Act r Act
A→

 +  + 
=                    (2) 

𝑟1, 𝑟2, 𝑟3 respectively represent the role coefficients of the three stages (master node role and 

slave node role),𝐴𝑐𝑡1, 𝐴𝑐𝑡2 and 𝐴𝑐𝑡3 respectively represent the node behavior content of the 

three stages (normal behavior, evil behavior, and silent behavior). 

Definition 3: Consensus efficiency factor. Consensus efficiency is an important indicator for 

evaluating the level of participation of nodes in consensus. Based on the three stages of the 

consensus process, the ratio of the interaction time 𝑡𝑖𝑚𝑒(𝑝)𝑖→𝑗 between nodes i and j in the p-

th stage to the total time 𝑡𝑖𝑚𝑒(𝑝)𝑖 spent by node i in the p-th stage is calculated, and the average 

is obtained as the independent variable input. The dependent variable obtained 𝐵𝑖→𝑗  is the 

consensus efficiency factor, which is expressed in formula 3. 
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                 (3) 

Definition 4: Node consensus participation. The participation index is used to determine the 

contribution of nodes in the consensus process, and is the basis for selecting persistent silent 

nodes, expressed in formula 4. 
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_

i j

i j

i j

Interaction real
C

Interaction should

→

→

→

=                      (4) 

𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛_𝑟𝑒𝑎𝑙𝑖→𝑗 represents the actual number of interactions between node j and node i 

in this round of consensus, and 𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛_𝑠h𝑜𝑢𝑙𝑑𝑖→𝑗 represents the number of interactions 

that node j should actively have with i. 

Definition 5: Self recommended reputation value. Based on the node's own performance 

configuration and hardware situation, reputation recommendations are made to the node, and 

the evaluation model formula is Formula 5. 

1 2 3
_ ( ) ( )
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Credit_S(x)j represents the recommended reputation value of node j in round x, where, and 

respectively represent the CPU usage, bandwidth usage, memory usage, etc. of node j, and   

are their coefficients. 

Definition 6: Global reputation value. The global reputation value is calculated comprehensively 

by the local behavior reputation value of each node towards the evaluated node, the 

recommended reputation value of the evaluated node, the historical reputation value of the 

evaluated node, and the time offset. The global reputation value of node j in the x-th round is 

represented as Credit_G(x)j, and the global reputation model formula is Formula 6. 
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w is a sliding evaluation window with a size set to 4 and m is a time offset, (w − m)/10 as 

the historical reputation value coefficient within the window. This makes the global evaluation 

of node j in the x-th round depend on the historical reputation value during the window period. 

The larger the window, the greater the time offset. The longer the distance from the current 

round, the smaller the value, and the smaller the weight of the historical reputation score in the 

x-m round in the current global score; In addition to the historical reputation value during the 

window period, the global reputation value of the current round is also determined by the 

average of the local reputation values of the current round and the recommended reputation 

value of oneself. 

Definition 7: Reputation threshold. The reputation threshold for the x-th round of the network 

Credit_T(x)j is calculated using formula 7 based on the global reputation values of all nodes in 

the network. 

_ _ { _ ( ) | 1,2,..., }iMax Credit G MAX Credit G x i n=   

_ _ { _ ( ) | 1,2,..., }jMin Credit G MIN Credit G x j n=   

( )

1
_ ( _ _ _ _ ) _ _

3
x

n
Credit T Max Credit G Min Credit G Min Credit G

n

−
=  − +  (7) 

N is the number of consensus nodes in the network, Max_Credit_G is the node with the highest 

global reputation value, and Min_Credit_G is the node with the lowest global reputation value. 

The purpose of setting a reputation threshold is to classify consensus nodes in the network and 

filter out the main node groups that meet the reputation threshold. 



 

  

3 Conclusion 

A R2-PBFT consensus algorithm based on hash rings and reputation models is proposed to 

address the issues of insufficient reliability and security in selecting the main node of the PBFT 

consensus algorithm. A dynamic reputation evaluation mechanism is introduced to construct a 

global reputation value calculation model that is determined by local behavior reputation 

evaluation and self recommendation reputation evaluation, and is associated with the node's 

historical reputation, ensuring the reliability of the main node selection. In the future, we will 

consider layering the consensus network, dividing it into consensus groups and accounting 

groups, reducing the number of nodes participating in the consensus network, and conducting 

research on improving consensus efficiency. 
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