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Abstract. Big data focuses on multi-dimensional, in-depth mining and scientific analysis
of a large amount of data, discovering the hidden relationship and value behind the data,
which helps the evaluation of teaching quality shift from speculation based on small-
sample data or fragmented information to evidence-based decision-making based on a
full range of full-scale data. The use of artificial intelligence technology to analyze the
evaluation results helps to improve the credibility and validity of teacher evaluation and
reduce the tension and conflict in the evaluation process. In this paper, based on the
characteristics of vocational education, based on artificial intelligence and big data
technology, we analyze the data of each relevant factor of vocational education teacher
evaluation and put forward relevant suggestions.
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1 Introduction

Teaching quality evaluation is an important part of teaching management. Retrievable Chinese
research results on teaching quality evaluation can be traced back as early as Li Hongxing's
application of fuzzy mathematics in teaching quality evaluation in 1983 [1], research on
teaching quality evaluation in higher vocational colleges and universities began in 2000 [2], in
2001, research on multivariate analysis of teaching quality evaluation began [3], research on
teaching quality evaluation based on big data appeared in 2015 [4] , the research on teaching
quality evaluation of higher vocational colleges and universities based on big data is late,
starting in 2016 [5], and there are few research results.

Big data and artificial intelligence technologies are also gradually applied to the field of
teaching quality evaluation. Algorithms such as neural network [6], factor analysis [7],
Markov chain [8], principal component analysis [9], cluster analysis [10], association rule
analysis [11], support vector machine [12], and analysis of variance [13] have been applied to
the research of teaching quality evaluation.

2 Methods

By collecting teaching quality evaluation information for two semesters of an academic year
(2018-2019 academic year) in a higher education institution, 289 teaching quality evaluation
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data were obtained (teachers who had taken more than one course in two semesters were
calculated by average score). Teaching quality evaluation data includes: teacher's name,
faculty number, age, title, education, and evaluation score.

In order to find the correlation between teachers' age, title, education and evaluation scores,
the correlation of these attributes was calculated using python's seaborn library (with values
ranging from 0-1, the larger the correlation between the two attributes, the greater the
correlation), and it was found that only the correlation between the age and title was larger,
which reflects the fact that the evaluation of titles in colleges and universities can only be
realized after many years of hard work. As shown in Figure 1.

Figure 1 Correlations between factors associated with teacher ratings

It was also found that there was some negative correlation between teacher ratings and age (-
0.24 points), and the correlation obtained by analyzing the relationship between teacher
ratings and age using python's seaborn library is shown below:

Figure 2 Correlation between Teacher Ratings and Age

Various machine learning algorithms were tried to analyze the relationship between these
attributes and the results were not obvious, so an attempt was made to mine the relationship
between these data using the association rule Apriori algorithm.



Association rule mining is a commonly used method in data mining. The concept of
association rules was proposed by Agrawal in 1993, association rules are used to find frequent
patterns, associations, correlations that exist between sets of items or sets of objects in
relational data, and to get the interdependencies between data objects by analyzing them. The
association rules are described below in a formalized language:

Definition 1 The dataset for association rule mining is denoted as D. D is a general transaction
database, D={t1,t2,... ,tn},tk is a transaction and the elements in tk are items.

Definition 2 Let I={i1,i2,...,im} be a set consisting of all items in D. Any subset X of I becomes
a set of items in D, |X|=k, then the set X is said to be a k-item set.

Definition 3 The number of transactions in a dataset D containing an itemset X is called the
support number of the itemset, and the support of an itemset X is extremely left support(X). If
support(X) is not less than minsupport, then X is said to be a frequent itemset, otherwise X is
said to be an infrequent itemset.

Definition 4 If X,Y are itemsets and X∩Y =φ , the implication X => Y is called an association
rule. The support of the itemset (X∪Y) is called the support of the association rule X => Y.
support(X => Y) = support(X∪Y). Confidence of association rule X=>Y is the percentage of
transactions in D that contain X while also containing Y.

Confidence(X=Y)=support(X∪Y)/support(X)×100% (1)

Definition 5 An association rule X=>Y is said to be strong if support(X=>Y)≥ minsupport and
confidence(X=>Y) ≥minconfidence, otherwise it is said to be weak. minconfidence is the
minimum confidence.

Apriori algorithm is the core of the association rule mining algorithm and the specific
algorithm is described as follows:

Input: transactional dataset D, minimum support

Output: set of all frequent items in D

Method:

L1 = All frequent data itemsets;

for(k=2;Lk-1≠φ;k++)

{

Ck = apriori-gen(Lk-1,minsupport);

For all t∈D do

{

Ct=Subset(Ck,t);

For all c∈Ct do c.count++

}

}



Lk={ c∈Ct |c.count≥minsupport};

Return L={All Lk}

The steps for using association rules for teacher evaluation are as follows. First of all, it is
necessary to convert the teaching quality evaluation data into a dataset represented by symbols.
The division of the dataset is related to the support and confidence. The computation of
confidence is shown as equation (1). Too much division of the dataset will lead to too low
support and confidence, and the persuasive power of the rules is too low. Too little division of
the dataset will easily cause some infrequent feature items implied in the data to be ignored,
and it is difficult to discover sufficiently useful rules. As a rule of thumb, the datasets for titles,
degrees, ages, and assessment scores are divided into four parts.

The division of the dataset for faculty titles and degrees is done according to their natural
attributes:

The dataset representation of titles is as follows:

P1 - Professor; P2 - Associate Professor; P3 - Lecturer; P4 - Assistant Professor and
below.

The dataset of degrees is represented as follows:

D1 - Doctoral; D2 - Master's; D3 - Bachelor's; D4 - No degree.

The age dataset can be divided into different age groups of young and middle-aged people,
such as over 49 years old, 35-49 years old, 30-35 years old, and under 30 years old [5]. The
age of teachers in the dataset was used because the age of teachers in the stage of 35-49 years
old accounted for 49% of all teachers, which led to the fact that the regions with the highest
confidence level for rating scores excellent and good in the results of the association rule
algorithm were all in this age group. Improvement was made by dividing the teachers in the
dataset into four groups equally according to their number, and the age distribution of the
teachers after the average grouping was as follows: more than 47 years old, 37 - 47 years old,
34 - 37 years old, and less than 34 years old. They are denoted by A1, A2, A3, and A4,
respectively.

Different attempts were made to quantify the rules for quantifying the teaching effectiveness
rating scores, and the use of a fixed range of score bands began to be considered: above 85,
70-85, 60-70, and below 60 [5]. Comparison of the distribution of scores in the adopted
dataset revealed that most of the scoring data were concentrated above 90 points as shown in
Figure 3, which was not suitable for the fixed score band approach. The classification method
in reference [14] was categorized into four classes of excellent to poor according to the
standard deviation of the normal distribution: 15.8%, 34.2%, 34.2%, and 15.8% of the ranking
by grades. The support and confidence of the association rule for obtaining excellent with this
classification is too low because the sample proportion is too low when counting 15.8% as
excellent according to a normal distribution. The final approach used was that the scores were
categorized into 4 classes according to 25%, 25%, 25%, 25%.



Figure 3 Distribution of scores

3 Results

The association rule Apriori algorithm [15] is used to find the frequent item set and the
association rule is obtained according to the given minimum confidence level. Setting the
minimum support as 0.07 and the minimum confidence level as 0.3, the association rules with
excellent classroom teaching effect are obtained as shown in Table 1, and the association rules
with good classroom teaching effect are shown in Table 2.

Table 1 Association rules for excellent classroom teaching effectiveness

Association Rules Support Confidence
A4 -> S1 0.080 0.319
A3 -> S1 0.080 0.319
D2 -> S1 0.156 0.326
[A4,D2] -> S1 0.031 0.265
[A3,D2] -> S1 0.073 0.368

From the data analyzed, it was found that students' satisfaction with teachers is mainly related
to age, education, and title. Teachers who are younger or have higher qualifications are more
likely to have excellent classroom teaching results. Teachers who are older or have higher
titles are more likely to have good classroom teaching.

Teachers in the age groups of less than 34 (A4) and 34 to 37 (A3) are easy to be popular with
students because they are close to their students' age and have a smaller generation gap, or
have higher education and higher professional tiers, resulting in a high support and confidence
level for high rating scores (S1). Teachers with a master's degree (D2) have high support and
confidence for high rating scores (S1), indicating that teachers with higher levels of expertise
teach better. The correlation between title and rating scores is not significant. The correlation
between the attributes of younger age and higher education can be further analyzed. The lower
support and confidence ([A4,D2] -> S1) for higher rated scores for teachers under the age of
34 (A4) and with a Master's Degree (D2) suggests that the main reason for the popularity of
teachers in this age group is the proximity of their age to the students, the smaller generational
gap, and the ease of interaction with the students. The higher support and confidence levels for



the higher rating scores of teachers aged 34-37 (A3) with a master's degree (D2) indicate that
the reasons for the popularity of teachers in this age group include the educational factor in
addition to age.

Table 2 Association rules for good classroom teaching effectiveness

Association Rules Support Confidence
A1 -> S2 0.076 0.306
P2 -> S2 0.090 0.309
[A1,P2] - > S2 0.055 0.615

Teachers who are 47 years of age or older (A1), or whose title is Associate Professor (P2)
have higher support and confidence levels for their rating scores at the good level. This
indicates that teachers with longer teaching experience or higher titles are more likely to teach
well. The analysis reveals that there is a relatively strong correlation ([A1,P2] - > S2) between
the two, age above 47 and Associate Professor, in the rank of good rating scores, which is also
in line with the fact that more teachers with longer teaching experience are rated with higher
titles.

4 Discussion

The above used are the conclusions obtained by using the correlation rule for different
subjects and teachers in the same school year. However, the teaching ability and level of
teachers are dynamically changing, and in order to make comparisons on the same basis, we
analyzed the data on student evaluation scores for the same course (Computer Fundamentals)
taken from the full data set over a span of 5 years. The change in the titles of some of the
teachers during these 5 years has produced a change that is reflected in the dataset. Data
correlation analysis through python's seaborn library revealed that the correlation between the
various factors associated with different teacher ratings for the same course was similar to the
correlation of data from different courses in the same academic year.

It was also found that there was some negative correlation between teacher ratings and age (-
0.27 points) for the same course, and the relationship between teacher ratings and age was
analyzed using python's seaborn library to obtain a correlation similar to that in Figure 2.

5 Conclusion

The conclusion obtained for the same course across multiple academic years is similar to the
results of the ratings analysis of different courses in the same academic year, i.e., younger
teachers get higher student ratings than older teachers. Through interviews with teachers and
students as well as questionnaires, we found that this phenomenon is due to the fact that young
teachers are more in tune with the development of the times by teaching more new courses
because of the rapid updating of knowledge nowadays, and on the other hand, it is due to the
fact that the age difference between the young teachers and the students is smaller, which
makes it easier for them to communicate with the students. Because of this, our suggestion is



that older teachers should also update their knowledge and culturally study more about the
psychology of younger students, so as to improve students' acceptance from both sides.
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