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Abstract. With the inclusion of middle school music exams in the middle school
entrance examination, teachers and students are increasingly valuing music learning.
Music teachers hope to have a software that helps students simulate exams to help them
experience the atmosphere of music exams in advance and overcome the problem of
students forgetting words in a panic. The Whisper model has been used frequently
recently, making it convenient and fast. Developing a music simulation exam system
based on Whisper speech recognition can help teachers solve this difficulty. This paper
designs and implements a WeChat mini program for the middle school music simulation
exam system. The system is dedicated to simulating random questions during real exams,
identifying songs sung by students through speech recognition, and automatically scoring.
Students sing songs at the exam end and submit their test papers after singing. The
system automatically grades students based on their singing performance. Teachers can
view students’ exam records and scores. The music simulation exam system based on
Whisper speech recognition, ultimately designed and implemented in this article, helps
middle school music teachers and students learn better. It not only solves the problem of
teachers organizing simulation music exams, but also helps students test their own level.
It has been tested in middle school music teaching and has achieved excellent feedback
effects, indicating that the system has certain application value.
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1. Introduction

The rapid development of information technology has greatly enriched the people of the world.
It has become an indispensable part for people. Education informatization is an important
indicator for measuring the level of a country’s education plan. It is developing towards the
power of the internet and traditional education and challenges. The introduction of information
technology in the classroom has made boring traditional music education and music activities
more active. This can make students interested in Musicality. Introducing information
technology into music exams not only reduces the workload of teachers, but also helps
students overcome the problem of forgetting words on the spot. How to integrate information
technology into modern music teaching and enable students to learn better is the task of music
teachers in the new era.
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With the popularization of quality education, audio, sports, aesthetics, and information
technology are becoming increasingly important in primary and secondary schools, and exams
are also essential. However, in terms of music exams, the method of randomly selecting
questions and singing lyrics and music scores on site is adopted. One sentence of lyrics from
one song is selected and paired with the music scores of another song. Without providing song
questions, the difficulty and flexibility of the exam questions are high, making it very difficult
for teachers and students to prepare for the exam[9].

At present, most schools can only simulate and train test questions manually, and students
often cannot remember the corresponding lyrics and notation after receiving the test questions,
making it difficult to score[10]; During regular training, teachers can only print the lyrics and
notation of each song to students for training, which wastes paper and cannot keep track of
students’ practice in real-time. Therefore, it is difficult to achieve high music scores.
Especially after incorporating music into the middle school entrance examination, the
requirements for music exams have become increasingly high. Therefore, it is very important
to design and implement a program that simulates music exams for regular training[4].

2. Related work

2.1. Maintaining the Integrity of the Specifications

For simulation exam systems, scholars both domestically and internationally have conducted
research on simulation exam systems and developed various feasible simulation exam
products. In foreign countries, there are online teaching soft-ware such as Function Carnival,
Fluencia, ClipConverter, etc[1]; In China,” Rain Classroom” is a commonly used teaching
soft-ware where you can view courseware, complete assignments, and conduct simulated
exams. In terms of music, there are also a series of music software called ”Sound Shell”, and
in terms of music exams, there is also a ”Music Classroom”. Combining WeChat mini
programs with mock exams to develop a music mock exam mini program dedicated to
practicing live singing. [2]. Compared with the” Music Classroom”, this mini program can not
only achieve two functions: voice recognition of songs and automatic grading, but also
conduct daily simulation training.

The Whisper speech recognition model is an automatic speech recognition system open-
sourced by artificial intelligence company OpenAI[11]. Whisper has strong speech recognition
capabilities and can recognize over 90 languages, including tiny, base, small, medium, large[3].

2.2. Our contribution:

·Conduct correct needs analysis for teachers and students, and design and implement system
functions based on the needs of teachers and students.

·We have designed and implemented three functions: random question selection, speech
recognition, and automatic grading. Among them, we have fine-tuned the Whisper model to
better recognize speech.

·Establish a database to store the results of simulated speech recognition exams, facilitating
the management of exam results.



3. Method

Before you begin to format your paper, first write and save the content as a separate text file.
Complete all content and organizational editing before formatting. Please note sections III-A–
IV-B below for more information on proofreading, spelling and grammar[5].

Keep your text and graphic files separate until after the text has been formatted and styled. Do
not number text heads— LATEX will do that for you.

3.1. Requirement analysis

3.1.1 Analysis of Teacher Needs

As shown in Figure 1,the teacher’s requirement is to maintain the student answering and
simulation exam system. Teachers using the middle school music simulation exam system
based on WeChat mini programs first need to register as administrators[6]. After logging in,
they can create classes, manage students, manage question banks, publish questions, view
students’ grades, and view login logs in the background, in order to determine the learning
situation of students at this stage and whether to enter future learning.

3.1.2 Analysis of Student Needs

As shown in Figure 2,the needs of students are to conduct simulated training, simulated exams,
and view grades on the exam end. Students who use the middle school music simulation exam
system based on WeChat mini programs must first scan the code to log in, fill in personal
information, and save it before automatically entering the corresponding class. Students can
choose” question bank training” in this system for daily learning and conduct tests in”
simulated exams”. After completing each training or exam, you can view the scores in the”
Exam Record”. If you encounter speech recognition or inability to view the scores, you can go
to” My Customer Service” or” Contact Us” to report the problem.

3.2. Functional design

The main functions of this system are divided into three parts. They are randomly selected
questions, identified songs, and automatically graded.

·Random quizzes. Teachers create a question bank in the background, where they can add,
query, and delete questions. In the case of ensuring that there are exam questions in the
question bank, students clicking on” simulated exam” will automatically generate a test
question, which is automatically generated by calling a random function, and the generated
test questions are different each time. This way of setting questions is the same as the current
middle school music exam, which can help students feel the exam atmosphere in advance and
adapt to the exam status.

·Identify songs. After obtaining the generated random test paper, students will click on the
question and receive a prompt message. Students will sing the song based on the prompt
message. This system stipulates that the time for students to sing is one minute. After the
student’s finish singing, click the” Confirm Submission” button. At this point, the student’s
operation is completed. After students submit their answers, the system will identify whether
the songs they sing are the songs corresponding to the exam paper.



Fig. 1. Teacher Role Use Case Diagram.

Fig. 2. Student Role Use Case Diagram.

·Automatic rating. Students can check their scores in the” Exam Record” after submitting
their test papers. This score is automatically scored by the system. The system rating is
specified based on the suggestions of the music exam judges and the examiner. There are two
main criteria for system scoring: Is the song sung the song corresponding to the test question.
If so, there is a basic score of 60, otherwise it is zero. Is the tone of the song being sung
accurate and emotional. The system evaluates students based on their singing performance.



4. Experience

Main function implementation of the system

4.1. Functional design

The main functions of this system are divided into three parts. They are randomly selected
questions, identified songs, and automatically graded.

· Automatic rating. The function implemented in this mod-ule is for the system to
automatically rate students based on their singing performance. After the system collects
students’ audio, it begins to recognize ten answers. If the correct answer appears in the ten
identified answers and the correct answer appears more frequently, the student’s score will be
higher. Based on this logic[7], in the process of coding, this paper adopts the method of adding
basic scores, random scores, and matching scores to calculate students’ singing scores[12].
The setting of random scores takes into account the subjective feelings of the judges in the
simulated music exam, and calls a random function to randomly generate a number within an
appropriate interval as a random score. As shown in Figure 3.

·Random quizzes. In the random question module, the first step is to determine the type of
test paper generated, whether it is” question bank training” or” simulated exam”. Define a type
integer variable with values of ”1” and ”2”. ”1” represents” question bank training”, ”2”
represents” mock exam”. Before each test paper extraction, match the value of type to
determine the type of test paper to be extracted.

According to the previously matched test paper types, the songs in the question bank and the
number of questions to be generated are transferred as parameters to the class generating the
random test paper[13], the random function is called to generate the random number and
stored in the Hash array, and then the Hash array and the number of questions to be generated
are compared. If the number stored is less than the number of specified generations, the
recursive method is called to generate the random number of the remaining number, and so on
until the specified number is reached[6].

This module is applied in daily training and simulation testing. The system configuration of
this paper is to randomly select three song questions from the question bank training and one
question from the simulated exam. As shown in Figure 4.

· Identify songs. This module implements the function of language recognition for songs.
Firstly, it is necessary to collect the audio of students singing, obtain the per-mission for
recording function[8], and save the audio after collecting it. When recognizing songs, divide
them into frames, call back each frame, and take the first frame for recognition. This loop
callback identifies[14]. This function is realized through the API of IFlytek and base64. As
shown in Figure 6.



Fig. 3.Auto Score Activity diagram Fig. 4. activity diagram of randomly selected questions.

Fig. 5. speech Recognition Activity diagram

Fig. 6. Timing Chart of Teacher Transmission Information



The backend data such as songs, test papers, exam records, etc. from teachers, students,
classes, and question banks are stored in the database. Implemented through interfaces. As
shown in Figures 5.

4.2. Functional testing

·Run IntelliJ IDEA and WebStorm.

·Connect to the database, open the WeChat developer tool, and click Edit to display the
following interface. Use your phone’s WeChat” Scan” to scan the QR code that appears and
enter the WeChat mini program. Click on” Development Debugging” to enter the following
interface, as shown in Figure 7.

Fig. 7. Test interface display diagram

·Test the “question bank training and simulation exam” function. Click the “Question Bank
Training” button to enter the training interface[15], Click on humming to identify the song,
complete the training questions in sequence, and submit them after completing them, as shown
in Figure 8.

· Click the “Simulated Exam” button to enter the simulated exam interface and obtain
randomly generated test questions, after students sing and submit their test papers, the system
will automatically generate a score, as shown in Figure 9.

Testing backend management functions, as shown in Table 1.

5. Conclusion

The music exam is officially included in the overall score of the middle school entrance
examination. In order to improve the music score, teachers hope to provide students with a
simulated exam atmosphere and help them adapt to the middle school music simulated exam
as soon as possible. Students use this mini program for daily training and mock exams to
experience the exam atmosphere in advance. Teachers can provide guidance to students based
on their scores.



Fig. 8. Test interface display diagram Fig. 9. Test interface display diagram

Table 1: Test database management function table

function test test result

Teacher
Management
Module

1. Add Teacher Information
2. Modify Teacher Information
3. Query Teacher Information
4. Delete Teacher Information

right

Student
Management
Module

1. Add Student Information
2. Modifying Student Information
3. Query Student information
4. Delete Student Information

right

Class
Management
Module

1. Add Class Information
2. Query Class Information
3. Delete Class Information

right

Question bank
Management
Module

1. Add Test Questions
2. Delete Test Questions right

Test paper
Management
Module

Query test papers right

Answer
Management
Module

Query answer sheet right

Login Log
Management
Module

View login logs right

This article introduces the research background and significance of the Whisper speech
recognition model in education and teaching, as well as the current research status at home
and abroad. Introduced the implementation and testing of a junior high school music
simulation exam system. We have established a music simulation exam system based on the



Whisper speech recognition model. This system has completed three major functions: random
question selection, voice recognition of songs, and automatic grading. The main features are as
follows:

Firstly, the system randomly selects questions, which can realistically simulate the situation
where students obtain test questions through drawing lots during music exams, and can help
students adapt to this exam characteristic in advance.

Secondly, the system can recognize songs through voice recognition, which not only reduces
the workload of teachers, but also provides grading services for students anytime and
anywhere, giving them more time for simulation training and exams.

Thirdly, the system automatically scores, which can effectively avoid the fatigue effect and
convergence effect of manual scoring. Automatic scoring has high efficiency, reliability, and
validity. Provide students with a more realistic score.

Therefore, the music simulation exam system based on the Whisper speech recognition model
has huge application space in education and teaching.
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