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Abstract

INTRODUCTION: With the development of artificial intelligence, facial expression recognition has become a hot topic.
Facial expression recognition has been widely applied to every field of our life. How to improve the accuracy of facial
emotion recognition is an important research content.

OBJECTIVES: In today's facial expression recognition, there are problems such as weak generalization ability and low
recognition accuracy. Aiming to improve the current facial expression recognition problems, we propose a novel facial

emotion recognition method.
METHODS: This paper focuses on the deep learning-based static face image expression recognition method, and

combines transfer learning and deep residual network ResNet-101 to realize facial expression recognition.

RESULTS: The simulation results show that the overall accuracy of our method is 96.29+ 0.78%.

CONCLUSION: The performance of this model is superior to the current mainstream face emotion recognition models. In
the future research, we will try other methods based on deep learning.
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1. Introduction

Facial expression plays an important role in the emotional
expression of people's daily communication, and is one of
the most important clues to identify human emotion and
behavior. It is defined as the facial changes corresponding to
people's inner emotional state, intention or social
information [1]. As early as the 20th century, Ekman
defined six basic facial expressions based on cross-cultural
studies. These typical facial expressions are anger, disgust,
fear, happiness, sadness and surprise. Facial expression
recognition has a wide range of applications, such as
human-computer interface, interactive games,
online/distance education, criminal investigation and
business analysis, etc. Facial expression recognition is a
traditional problem in the field of computer vision. As an
important part of intelligent human-computer interaction
technology, it has received extensive attention in recent
years, and many new methods have emerged [2].
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According to different input resources, facial
expression recognition system can be divided into two main
types, namely input static image and dynamic image
sequence. The method of static image only extracts the
feature image from the current input, while the method of
image sequence can extract the time information of the
image sequence and the feature of each static image.
According to the study, traditional hand-extracted features
cannot address factors unrelated to facial expression.
Traditional feature classifiers need to extract a large number
of features manually. However, these features are not
representative, and traditional classifiers require many
parameters to be set manually and are subject to many
manual influences. With the development of deep learning,
its ability of automatic feature extraction has been
recognized by many scholars, and the recognition task can
be completed with the original image. This paper focuses on
the deep learning based static face image expression
recognition method.

With the development of machine learning and deep
learning, there are more and more methods to realize facial
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expression recognition. Drume and Jalal [3] combined
principal component analysis (PCA) and support vector
machine. Ali, et al. [4] employed high-order spectra (HOS)
for face recognition. Shih and Chuang [5] proposed the use
of support vector machine (SVM) method. Evans [6
presented to use Haar wavelet transform (HWT) method.
Yang [7] utilized cat swarm optimization to recognize facial
emotions. Li [8] chose to wuse biogeography-based
optimization (BBO) for the same task. However, through the
analysis of the above methods, it is found that there are
some problems such as low accuracy and low robustness. It
also has the problem of losing original information.

Therefore, in order to solve the above problems, we
propose a method to improve facial expression recognition.
We selected the deep residual network ResNet-101 to
extract the features of the image to complete the
classification task, and combined with transfer learning to
improve the efficiency of training. Through comparative
analysis, it can be found that our method is superior to
existing methods.

2. Dataset

In the process of facial expression recognition training, it is
very important to use enough effective label data for
training. In order to make our experimental results more
comparable and convincing, the data set used in this paper
contains a total of 700 images. The data set adopted in this
paper is a new data set obtained by using a face model in
reference [9] data set. Among them, reference [9] is a facial
model proposed by F.Y. Shih and C.F. Chuang. Figure 1 has
showed the dataset we used. The data set in reference [9]
was collected by an experienced photographer who used the
canon digital camera to capture the facial expressions of
each subjects ten times for 20 subjects of different ages,
different careers and different race, including seven kinds of
facial emotions pictures: happy, sadness, fear, anger,
surprise, disgust, and neutral.

Figure 1. Samples of our dataset

3. Methodology

3.1. Convolution

Convolution has two typical application scenarios: 1) Signal
analysis: an input signal f(t), whose characteristics can be
described by the unit impulse response function g(t). After
passing through a linear system, the output signal can be
obtained through convolution operation [10]. 2) Image
processing: input an image f(x,y), after convolution
processing with specially designed convolution kernel
g(x,y), the output image will get various effects such as
blurring and edge enhancement [11]. The convolution of
two functions is essentially flipping a function over and then
sliding over it. In the continuous case, superposition refers
to the integration of the product of two functions; in the
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y® = [* x(@)h(t — p)dp = x(t) * h(t) (1)

discrete case, it is the weighted sum; for simplicity, it is
called superposition.

The x(t) and h(t) functions are the convolution
variables, p is the integral variable, t is the amount that
shifts h(—p), asterisk * denotes the convolution. In the
operation of convolution, we first flip the h function [12],
which is equivalent to crimping the h function from the right
to the left on the number line, and that is where the "reel" of
convolution comes from. And then we shift the h function to
t, where we multiply the corresponding points of the two
functions, and then add them, and this is the “product” of
convolution [13].

As you can see from the process of the “product”, the
sum that we get is a global concept. Taking signal analysis
as an example, the result of convolution is not only related
to the response value of the input signal at the current
moment, [14] but also related to the response value of the
input signal at all past times, considering the accumulation
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of the effect of all past inputs [15]. In image processing, the
result of convolution processing is to take into account the
surrounding pixels of each pixel, or even the pixels of the
whole image, and carry out some kind of weighted
processing on the current pixel [16]. So, the product is a
global concept, or a kind of "mix", where two functions are
mixed in space or time. The purpose of "rolling" (flipping) is
to impose a constraint that specifies what to look at when
"integrating" [17]. In the case of signal analysis, it specifies
which specific point in time to "accumulate" before and
after, and in the case of spatial analysis, it specifies where
the peripheral processing is to accumulate.

Standard Convolution

Think of it in terms of functions (or mappings,
transformations).The convolution process is the process of
linear transformation mapping into new values at each
position of the image. The convolution kernel is taken as the
weight, its vector is denoted as w, and the pixel vector at the
corresponding position of the image is denoted as x [18].
Then the result of the convolution of this position is y =
wTx + b, that is, the inner product of the vector plus bias,
and x is transformed into y. From this point of view, multi-
layer convolution is a layer-by-layer mapping to form a
complex function as a whole [19, 20]. The training process
is to learn the weight required by each local mapping, and
the training process can be regarded as the process of
function fitting [21]. Think of it in terms of template
matching. Convolution and correlation can be equivalent in
calculation [22]. Correlation operation is usually used for
template matching, that is, the convolution kernel defines a
certain pattern. The convolution (correlation) operation is to
calculate the degree of similarity between each location and
the pattern, or the number of components of the pattern at
each location [23]. For example, when the template was
matched on an image layer with various animals, the dog's
head position had the largest response after the response
graph was applied. Of course, template matching can also be
carried out at the feature level, and the hidden layer in the
convolutional neural network can be regarded as template
matching at the feature level. At this time, each element in
the response graph represents the degree of similarity
between the current position and the mode. Looking at the

response graph alone, we can't actually see anything. It can
be imagined that every position has a "dog head", the
brighter the place is, the more like a "dog head". If given a
template, the image can even be restored through de
convolution [24, 25]. What we hope is to find the desired
pattern in the image. If a nonlinear function is used to clear
the part that does not look like the "dog's head" at all in the
response graph, and keep the part that looks like the "dog's
head", and then restore the image, and find that there is only
one "dog's head" in the restored graph, it will be better [26].
Because we are clear about the image of the pattern, and
reduce the interference of other information [27].

Convolution can extract features, and the above
mentioned "dog's head" template, so what's the problem if
we evaluate convolution as a "dog's head" template. It will
lack flexibility, or generalization ability, because the dog's
status is varied, if the convolution kernel is directly defined
as "rigid", the dog or another dog will not recognize. Then,
in order to adapt to the diversity of targets, the convolution
kernel needs to be designed accordingly. Sobel operator, for
example, to convolution of the image, obtain the image edge
response figure, when we see the response, the response of
the each position to know the picture represents the position
in the original image has a similar to the edge of the sobel
operator. The information is compressed, the response
actually represents a number in the figure of this position
has a corresponding strength of sobel edge model, we
sampled with convolution characteristics. Artificial can
define edge such simple convolution kernels to describe
simple patterns, but more complex patterns to do, like a
human face, cats, dogs and so on. Although every dog is
different, but we even have never seen a dog, when you see
the one will know it is a dog, so this group for the dog there
must be some common patterns, let people can be identified,
but the problem is how to define the model. We know that
"rigid" definition of a dog template is not good, because it
lacks generalization ability, so through multi-layer
convolution, simple patterns are combined into complex
patterns, through this flexible combination to ensure
adequate expression ability and generalization ability. The
features learned from the shallow layer are simple edges,
corners, textures, geometric shapes, surfaces, etc., while the
features learned from the deep layer are more complex and
abstract, such as dogs, faces, keyboards, etc.
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Figure 2. Standard Convolution Process

Here the kernel will convolve over each cell position
of the input image and eventually we will get a
convoluted image. For every single point in it, you can
take the point and the 3x3 points around it out and do the
convolution. For instance, for the lower right (row 4,
column 4) point, the local convolution of the 5x5 image
and the 3x3 matrix could be computed as shown in Figure
2.

3.2. Pooling

After the features are obtained through the convolutional
layer, the next step is to use these features to integrate and
classify [28, 29]. If all the features extracted through
convolution are taken as the input of the classifier, it will
face a huge amount of computation. In the convolutional
neural network, we often encounter pooling operations
[30], and the pooling layer is usually behind the
convolutional layer. By pooling, the output feature vectors
of the convolutional layer can be reduced, and the
calculation amount can be reduced while the results can
be improved, so that overfitting is not easy to occur [31,
32]. The reason why it is possible to do this by reducing
dimensions is that images have a "static" nature. This
means that features that are useful in one area of the
image are more likely to be useful in another. Therefore,
in order to describe large images, a natural idea is to
aggregate statistics of features at different locations.
Pooling refers to the operation which integrates each part
of the input and then outputs a feature map with reduced
size. For example, one can calculate the average or
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maximum value of a particular feature on a region of the
image to represent the feature of that region [33].

Common Pooling methods include Max Pooling and
Average Pooling. Pooling functions are used to further
process the feature mapping results obtained from the
convolution operation. Pooling will statistically
summarize the eigenvalues of appointed location and its
adjacent location in the plane. And take the summary
result as the value of this appointed location in the plane.
The use of pooling will not change the depth of the data
matrix, but will only reduce the height and width to
achieve the purpose of dimension reduction. The role of
pooling: Suppress noise and reduce information
redundancy; Scale invariance and rotation invariance of
the model can be improved; Reduce the calculation
amount of model; Prevent overfitting.

Max Pooling

Max Pooling refers to taking the point with the maximum
value in the local receiving field. The convolutional layer
parameter error causes the deviation of the estimated
mean value, which leads to the error of feature extraction.
Max Pooling can reduce this error and retain more texture
information.

Figure 3 indicates an instance of max pooling
utilizing a kernel of 2x2 with a stride of 2. After pooling,
the maximum value in the 2x2 kernel will be left in a
rectified feature map. Eventually, the 4x4 input image is
shrunk to 2x2.
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Figure 3. Max Pooling Process

Average Pooling

Average Pooling computes the average value for the
position and its adjacent matrix regions and takes this
value as the value for the position. The variance of the
estimated value increases due to the limited size of the
neighborhood, which leads to the error of feature
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extraction. Average Pooling can reduce the error and
retain more background information of images.

Figure 4 indicates an instance of average pooling
utilizing a kernel of 2x2 with a stride of 2. After pooling,
the average value in the 2x2 kernel will be calculated and
reserved in a rectified feature map. In this way, the 4x4
input is compressed to 2x2.

0 Average (0, 1,2, 1)=1
Average (1,0, 3, 4)=2
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Figure 4. Average Pooling Process

3.3. Batch Normalization

Batch Normalization is to normalize each batch of data
[34], indeed, for a batch of data {x;, x5, ..., x,,}, note that
this data can be either the input or the output of a layer in
the middle of the network. The first three steps of BN are
as follows:

1
nesym )

2 EAI

0% = T (xi — ) 3)
% o 7ok 4)

As shown in the above formula, one layer has m
dimensional input: x = (%1 -*x,,). 1t is the average of
the values of x. o2 is the variance of x. And € is a small
constant that keeps the denominator from being zero. So
this is a standard data minus mean divided by variance
normalization process. The effect of this normalization is
shown in Figure 5.
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Figure 5. Normalization Process

On the left side of the Figure 5 is the input data
without any processing, and the curve is the curve of the
activation function, such as Sigmoid. If the data is in a
very small gradient area as shown, then the learning rate
will be slow or even stagnant for a long time. After
subtracting the mean and dividing by the variance, the
data is moved to the center, as shown on the right of the
Figure 5 [35, 36]. For most activation functions, the
gradient in this region is the largest or has a gradient (such
as ReLU), which can be seen as a way to counter the
gradient disappearance. If this is done for each layer of
data, the data distribution is always in the sensitive area
with the change of input, which is equivalent to no need
to consider the change of data distribution. In this way, the
training efficiency is much higher. But that's not the end
of the problem, because subtracting the mean and dividing
the variance is not necessarily the best distribution [37].
For example, the data itself is very asymmetric, or the
activation function may not be the best effect of the data
with the variance of 1, such as the Sigmoid activation
function, the gradient between -1 and 1 does not change
very much, then the function of nonlinear transformation
may not be well reflected. So, after the first three steps,
we'll add the last step to make it the real Batch
Normalization.

Vo vX + B )

Among them, y and § are two parameters that need
to be learned, so in fact, the essence of BN is to change
the variance size and the position of the mean value by
using optimization. It's called Batch Normalization
because it counts variance and mean, and these values are
calculated on each batch of data. When training the
model, the mean value and variance of data distribution
should be as close as possible to the distribution of all
data. Therefore, the mean value and variance of a large
number of data should be recorded in the training process
to obtain the expected value of the mean value and
variance of the whole training sample, which will be used
as the final mean value and variance after the training.

Since the features of the convolutional neural
network correspond to a whole characteristic response
graph, BN is also made in response graph units rather than
in various dimensions. For example, for a certain layer,
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the batch size is m and the response graph size is w*h,
then the amount of data to do BN is m*w*h.

3.4. Rectified Linear Unit

As is shown in Figure 6, the part less than 0 is directly set
to 0, and the part greater than 0 as the input of ReLU. In
this way, the nonlinear transformation is realized, and the
gradient of the part greater than 0 is 1. The gradient of the
activation function is always 1 for the information that
needs to be transmitted from the input all the time, and it
will not become smaller even if multiplied continuously,
thus solving the problem of the gradient disappearing.
ReLU is a powerful tool to help train for rapid
convergence.
Orery(x) = max (0, x) (6)
According to the definition of ReLU, information
can only be transmitted in the region (forward and
backward) where the input of ReLU is greater than 0,
which brings another advantage that is sparsity. The
sparsity is not only helpful to improve the performance of
the network, but also from the perspective of
neuroscience, the activation rate of neurons is very low,
which is also a kind of bionic simulation.

v

Figure 6. Rectified Linear Unit

3.5. ResNet-101
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Another aspect of the training network is the
problem of degradation. To put it simply, as the number of
layers deepens to a certain extent, the deeper the network
is, the worse the effect will be. Moreover, it is not because
of the overfitting caused by the deeper network, nor
necessarily because of the attenuation of gradient
propagation, because there are many effective methods to
avoid this problem. In order to solve the degradation
problem, the residual module is proposed in ResNet-
101.The general idea is that since unit mapping does not
work in the framework of gradient descent, the input is
directly exported to the output, "forced" as part of the unit
mapping. And the learnable network as another part, this
is the module of residual learning.

As we can see in Figure 7, the data travels through
two straight lines, one through three convolution layers
like a general network and then to the output, and the
other is a direct connection route to achieve the unit
mapping, which is called a shortcut. After doing this, if
the parameters in the previous layer have reached a good
level, as mentioned earlier, then the information entered in
the basic building module is saved by shortcut to some
extent.

This module addresses the degradation problem well
and takes the number of network layers that can be
effectively trained one step further. As for why it is
effective, if the input-output relationship of a module in
the network is regarded as y=H(x), then solving H(x)
directly through the gradient method will face the
mentioned degradation problem. So through this shortcut
method, the optimization target of the variable parameter
part is no longer H(x), as shown in the dashed box of
Figure 7. If F(x) is used to represent the part to be
optimized, then H(x)=F(x)+x, that is, F(x)=H(x)-x. Since
y=Xx is equivalent to the observed value in the assumption
of the unit mapping, F(x) corresponds to the residual, so it
is called the residual network.ResNet-101 provides two
options, namely identity mapping and residual mapping.
If the network has reached the optimum, the residual
mapping will be pushed to 0 and only identity mapping
will be left if the network continues to deepen. In this
way, the network is always in the optimal state
theoretically, and the performance of the network will not
decrease with the increase of depth.
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Figure 7. Residual Block

As shown in the Figure 7, in order to reduce
calculation consumption, dimensionality reduction was
first done through 1*1 convolution, then normal 3*3

convolution layer, and finally 1*1 convolution to match
the dimension with shortcut.
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Figure 8. ResNet-101 Network Structure
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In Figure 8,ResNet-101 first passes through the 7*7
convolutional layer, then through the 3*3 maximum
pooled sub-sampling layer, then through a series of
residual structures, and finally through the average pooled
sub-sampling layer and the full connection layer.

This experiment is combined with transfer learning.
In the Figure 9, Convl, Conv2...ConvN refers to N
convolutional layers used to extract features at different
levels of an image. Among them, the shallow layer
Convl, Conv2 and so on to extract the shallow layer
features of the image, such as: corner, texture, brightness
and so on; Deep ConvN-1 and ConvN are used to extract

|:> Conv 1 Conv 2

.|Conv N Dense |—

more abstract features of images, such as eyes, nose,
mouth and so on. The Dense layer refers to the whole
connection layer, which is used to combine the features
that have been learned, so as to learn how to distinguish
various expressions.

For this classical classification network structure,
there is one characteristic: the characteristics of shallow
network recognition are universal. Because of this
generality, we don't have to spend a lot of time and
resources retraining these shallow features. Instead, we
can take the previously trained model and fine-tune it to
train the model parameters for specific tasks.

~ Classl:anger
Class2:disgust
Class3:fear
Class4:happy

Classbh:neutral

| Class6:sadness

Class7:surprise

Figure 9. Classification Network Structure

3.6. 10-fold cross validation

N-fold cross validation has two purposes: model
evaluation and model selection. N-fold crossing is a
strategy for partitioning data set. It can avoid the
limitations and particularity of fixed partitioned data set,
and this advantage is more obvious in small-scale data set.
If this strategy is used to divide training set and test set,
model evaluation can be carried out. When this strategy is
used to divide the training set and the validation set,
model selection can be made.

The most important function of cross-validation is
model selection, which can also be called hyperparameter
selection. In this case, the data set needs to be divided into
three parts: train set, validation set and test set, and the
division of train set and validation set adopts the way of
N-fold cross. The validation set is used to check the
training condition of the model in the training process, so
as to determine the appropriate hyperparameters. The test
set is to test the generalization ability of the model after
the training. The specific process is as follows: Firstly, a
variety of model choices (hyperparameter selection) are
validated on the train set and validation set, and the model
with the minimum average error (hyperparameter) is
selected. After selecting the appropriate model
(hyperparameter), the train set and validation set can be
combined, and the model can be trained again on the
above to get the final model, and then the test set can be
used to test its generalization ability.
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The advantage of cross-validation is to avoid
problems caused by unreasonable data set partition, such
as over-fitting of the model on the training set, which may
not be caused by the model, but caused by unreasonable
data set partition. This situation is easy to occur when
training models with small data sets, so it is more
advantageous to evaluate models with cross-validation
method on small data sets.

During the experiment, we use 10-fold cross
validation. Each group contained 10 pictures of seven
emotions: happy, sadness, fear, anger, surprise, disgust
and neutral. Eight of these groups are used for training,
one for validation, and the remaining one for testing.

For the sensitivity and overall accuracy (OA) of the
network after the implement of r=10,g=10, we can obtain
the following formula to define:

M (r=10,g=10)
Et) = —>—~—"25"""-" 7
© Y7 My (r=10,g=10) @)
>7_. M;i(r=10,g=10)
0A = i=1 Vi
2lo1 8] Mij(r=10,g=10)

®)

M is the confusion matrix, 7 is the number of iteratio
ns, and g is the number of groups. M;; represents the conf
usion matrix representation of class i recognized as class j
. In order to improve the accuracy of the experiment and r
educe the error, we will implement 10 runs and summariz
e the confusion matrix (CM). Here, E(t) is the sensitivity
of class t(t € [1,7],t € N*t), which means the tth element
on the diagonal of M(r = 10, g = 10) divided by the sum
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of the tth row. OA is the overall precision, which means t
ake the sum of the diagonal elements of M(r = 10, g
= 10) divided by the sum of M(r = 10,g = 10).

4. Experiment Result and Discussions

4.1. Statistical Analysis

Table 1 is the statistical analysis of sensitivity of various
types given by our system. C1-C7 represents the
experimental data of the seven expressions of anger,
disgust, fear, happy, neutral, sadness and surprise. Facial
expression is the result of one or more movements or

states of facial muscles. These movements express the
individual's emotional state towards the observer. Table 1
shows the sensitivity analysis of 7 emotion classes
running for 10 times. According to the data in Table 1 and
Figure 10, the sensitivities of each expression were as
follows: 95.30+ 4.00%, 96.10= 1.66%, 97.50+ 1.65%,
95.80% 1.69%, 96.50+ 1.08%, 95.80+ 1.87%, and 97.00+
1.05%. From the above data we can get: the expression of
fear (C3) are the most sensitive and recognizable,
followed by expressions of surprise (C7) and the third is
the expression of neutral (C5). According to Table 2 and
Figure 11, the overall average accuracy of the system
after 10 times of operation is 96.29+ 0.78%.

Table 1. Statistical analysis on the sensitivities of each class

Run C1 c2 c3 c4 C5 ceé c7
1 96.00 98.00 98.00 96.00 98.00 93.00 98.00
2 96.00 93.00 99.00 94.00 96.00 96.00 98.00
3 97.00 96.00 94.00 93.00 98.00 96.00 97.00
4 92.00 97.00 96.00 96.00 97.00 96.00 97.00
5 98.00 94.00 96.00 98.00 96.00 98.00 96.00
6 97.00 96.00 98.00 96.00 97.00 95.00 97.00
7 98.00 97.00 99.00 98.00 95.00 98.00 95.00
8 85.00 95.00 98.00 97.00 96.00 93.00 98.00
9 97.00 97.00 98.00 94.00 97.00 95.00 96.00
10 97.00 98.00 99.00 96.00 95.00 98.00 98.00

Mean+SD
95.30+ 4.00 | 96.10+ 1.66 | 97.50+ 1.65 | 95.80+ 1.69 | 96.50+ 1.08 | 95.80+ 1.87 | 97.00+ 1.05

D EA

EAI Endorsed Transactions on

e-Learning

02 2021 - 04 2021 | Volume 7 | Issue 21 | e4




Facial expression recognition via transfer learning

105

Performance(%)

80

75

Runl Run2 Run3 Run4 Run5 Run6 Run7 Run8 Run9 Runl0

——C1
—=-C2
—A—C3

ca
——C5
—e—C6

et C7

2 EAI .

Figure 10. The trend of the sensitivities of each class

Table 2. Statistical analysis on the overall accuracies

Run OA

1 96.71
2 96.00
3 95.86
4 95.86
5 96.57
6 96.57
7 97.14
8 94.57
9 96.29
10 97.29

Mean+SD 96.29+ 0.78
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Figure 11. Overall accuracy comparison

4.2. Comparison with State-of-the-art
Approaches

In this experiment, the OA of "ResNet-101" combined
with transfer learning method was compared with that of
PCA + SVM [3], HOS [4], CSO [7] and BBO [8]. The
results were shown in Table 3 and Figure 12: the OA of
PCA + SVM [3] was 89.14+2.91%, the OA of HOS [4]
was 83.43+2.15%, the OA of CSO [7] was 89.49+0.76%,
and the OA of BBO [8] was 93.79+1.24%.We can clearly
see that the accuracy of "ResNet-101" combined with
transfer learning method is the highest (96.29+0.78%),
followed by BBO [8], CSO [7], PCA + SVM [3]. It can be
seen from Table 3 that the "ResNet-101" method obtains
the highest OA mainly depends on: the existence of
ResNet-101 residual module solves the problem of
network degradation; In the process of deep learning
exploration, it is found that the expansion of depth is far
better than the expansion of breadth. In the deep learning
task, the depth of the network has a great impact on the
effect of the final classification and recognition, so the
deeper the network is designed, the better the effect is
generally. The theory holds that different neurons in the
same layer learn different features, and the deeper the

neurons are, the more abstract the learning features are.
Combined with convolution, ResNet-101 network is deep,
so it has good feature extraction ability and good training
ability. ResNet's superiority is that it solves the network
degradation problem and gradient vanishing problem of
deep network to a large extent. Using the residual network
structure h(x)=F(x)+x instead of h(x)=x without a shortcut
connection, it is much easier to learn F(x)=0 when
updating the parameters of the redundant layer than it is to
learn h(x)=x. And the structure of Shortcut connection
also ensures that when the parameters are updated by
backpropagation, it is difficult for the gradient to be 0 and
the gradient will not disappear. The second best method is
the BBO [8] algorithm, which is developed on the basis of
genetic algorithm and particle swarm optimization. It is
suitable for solving high-dimensional, multi-objective
optimization problems. The third best method is CSO [7],
a kind of swarm intelligence algorithm. It is a method to
solve complex optimization problems by combining the
two behaviors of cat searching and tracking.

In the following work, we will continue to explore
ways to improve the accuracy of facial expression
recognition. We will try more methods based on the deep
residual network.

Table 3. Comparison with State-of-the-art methods
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Approach

OA

PCA + SVM [3]

HOS [4]
SO [7]
BBO [8]
Ours

89.14+2.91
83.43+2.15
89.49+0.76
93.79+ 1.24
96.29+ 0.78

Ours

BBO

HOS

PCA + SVM
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Figure 12. Comparison with each method

5. Conclusion

In this paper, we propose an improved facial emotion
recognition system. We train the multi-layer neural
network with transfer learning, and use the relatively deep
network ResNet-101 for feature extraction. The trained
deep neural network can abstract the data features layer
by layer, and finally extract the features needed to
complete the task. Then we integrate these features
through the full connection layer, and finally use a
classifier to complete the final task. Through the analysis
of experimental results, the facial emotion recognition
system has achieved a good recognition effect.

Through the construction of ResNet, the deeper the
network is, the better the extraction of high-level abstract
features and the better the network performance, and there
is no need to worry about the degradation problem with
the deepening of the network. Although the network can
continue to grow deeper, it is sometimes necessary to
double the number of network layers for a small increase
in accuracy, which reduces feature reuse and slows down
training speed. In the next work, we'll try to start from the

2 EAI

width point of view and increase the width to improve
performance.

In the future research, we will continue to focus on
facial expression recognition and try to collect more facial
expression images to optimize and propose a better
algorithm to train the multi-layer neural network. We will
also try better methods for facial expression recognition to
increase the accuracy of recognition and improve the
performance of multi-layer neural network.
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