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Abstract: This paper attempts to establish an performance prediction model for employees 
in the field of human resource management based on the second-order stacking algorithm 
which is an improvement of stacking algorithm. Firstly, the Adaboosting feature 
importance ranking method is used for feature selection, and then bagging and stacking 
algorithms are used to establish regression models as control experiments. Finally, a 
second-order stacking algorithm is used to establish a performance prediction model for 
employees, achieving minimal error. 
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1 Introduction 

Employee performance management is a critical issue in human resource management, and 
employee performance prediction can better assist managers in performance management. 
Many scholars have conducted relevant research, such as “Predictive power of training design 
on employee performance: an empirical approach in Pakistan's health sector” [1], “Performance 
Appraisal System: A Predictor for Performance of Employees in Engineering Sector” [2], and 
“Application of Data Mining Classification in Employee Performance Prediction” [3].  

However, the previous studies have not established a more accurate and less error-prone 
employee performance prediction model. Therefore, this paper employs a second-order stacking 
algorithm to establish an employee performance prediction model, which can effectively reduce 
the prediction error. 

2 Theoretical foundation 

Machine learning is a branch of artificial intelligence that leverages data and algorithms to 
enable computers to learn and improve their performance automatically. By utilizing machine 
learning, we can discover patterns and correlations in data, thereby enhancing prediction 
accuracy and efficiency, and facilitating our comprehension and resolution of practical issues 
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[4].The regression prediction model is an important model in machine learning, which uses 
historical data to make predictions.  

Ensemble learning is used to improve the stability and accuracy of the regression prediction 
model by integrating multiple models, such as bagging, boosting, blending, and stacking. The 
second-order stacking algorithm employed in this paper is an improved version of stacking. The 
stacking algorithm is a non-linear ensemble method that employs K-fold cross-validation on 
each base learner (first-layer model) and utilizes the resulting features to train a meta-learner 
(second-layer model) [5].The flowchart of the stacking algorithm is illustrated in Figure 1. 

 
Figure 1: The flowchart of the stacking algorithm 

3 Materials and Methods 

3.1 Dataset used in the study 

The employee performance dataset selected in this paper is obtained from a public database 
called Kaggle.com. The dataset consists of 1017 observations, including the performance and 
other related information of employees. The distribution of employee performance in the dataset 
ranges from 0.23 to 1.11, as illustrated in the performance distribution chart in Figure 2. 



 
Figure 2: The distribution of the employee performance 

The dataset under consideration consists of a total of 25 variables, among which the variable 
"Employee performance" is taken as the dependent variable and the remaining 24 variables are 
treated as independent variables. The dataset has already transformed some categorical variables 
into dummy variables which are 0-1 variables, so there are no categorical variables in the dataset, 
and all variables are numerical. Rudimentary information about some numerical variables is 
presented in Table 1. 

Table 1 Rudimentary information about some numerical variables 

 Count Min Max Mean 

smv 1017 2.90 54.56 15.15 

over_time 1017 0.00 15120.00 4532.94 

incentive 1017 0.00 3600.00 40.69 

no_of_workers 1017 2.00 89.00 34.85 

month 1017 1.00 3.00 1.72 

department_finishing 1017 0.00 1.00 0.20 

wip 594 7.00 23122.00 1183.18 

 

The variable "smv" refers to Standard Minute Value, which represents the assigned time for a 
task. "over_time" represents the amount of overtime in minutes by each team and the variable 
"no_of_workers" represents the number of workers in each team. The distribution of these 
variables are illustrated in Figure 3. 



 
Figure 3: The distribution of three typical variables 

3.2 Methods 

In this paper, missing values and outliers were handled initially. In order to alleviate the problem 
of overfitting, the Adaboosting feature importance ranking method was employed for feature 
selection. Subsequently, a bagging algorithm and a stacking algorithm were selected to 
construct the regression model. Finally, a second-order stacking algorithm was employed to 
establish the ultimate employee performance prediction model. 

3.2.1 Data cleaning and preprocessing 

In this dataset, only the variable "wip" has missing values, with 423 missing values out of 1017 
observations. Given that the missing values account for a large proportion of the variable, and 
it is not of significant importance to this study, the variable was directly deleted.  

Moreover, the variable "Employee performance" contains outliers, as 34 observations exceed 
the normal range of 0-1. Therefore, these 34 observations were replaced by the mean value to 
address this issue. 

In order to improve the performance of the algorithm, this paper uses the minimum-maximum 
scaling method to scale all numerical data, scaling the data between 0 and 1. The formula for 
the minimum-maximum scaling method is as follows (1) : 𝑋ᇱ ൌ 𝑋 െ 𝑋𝑚𝑖𝑛𝑋𝑚𝑎𝑥 െ 𝑋𝑚𝑖𝑛  

                                                      (1) 

where 𝑋  is the original value, 𝑋𝑚𝑎𝑥  and 𝑋𝑚𝑖𝑛  are the maximum and minimum values, 
respectively, and 𝑋ᇱ is the transformed value. 

3.2.2 Adaboosting feature importance ranking for feature selection 

As ensemble learning algorithms require high precision data, this paper utilizes Adaboosting 
feature importance ranking for feature selection [6]. Firstly, the dataset is divided into a training 
set and a test set with a ratio of 8:2. Then, an Adaboosting model with a decision tree as the 
base model is established. Finally, features are filtered based on the feature importance 
generated by the model, removing features with an importance value less than 0.01. The six 
features with the highest importance are shown in Table 2. 

 



Table 2 Top 6 features of the Adaboosting feature importance ranking 

Variables Importance 
incentive 0.23 

no_of_workers 0.19 
smv 0.12 

over_time 0.11 
quarter_Quarter4 0.08 

month 0.04 

3.2.3 Model building 

Bagging is another ensemble learning algorithm, which generates multiple subsets by repeatedly 
sampling the training set with replacement, trains a base learner on each subset, and then 
aggregates their results by averaging or voting to obtain the final prediction. Randomforest is a 
bagging algorithm based on decision trees  [7]. Therefore, in this paper, randomforest regression 
and stacking algorithms are used as control experiments, where the first-layer models of the 
stacking algorithm include ridge regression, decision tree, Lasso regression, and support vector 
machine regression, and the second-level model uses decision tree. 

Finally, a second-order stacking algorithm is employed in this paper to construct the regression 
model. Essentially, this involves building multiple different first-order stacking models and then 
integrating these models using the stacking algorithm, treating them as the first-layer models. 
The output values of these models are then used as the features of the second-layer model, which 
is used to make the final prediction. The process of the second-order stacking algorithm is shown 
in Figure 4. 

 
Figure 4: The process of the second-order stacking algorithm 



4 Experiments & Results 

4.1 Experiment environment 

The dataset comes from kaggle.com. The experiment was done in python 3.7.0, and the 
configuration of the computer is shown in Table 3. 

Table 3 The configuration of the computer 

Hardware Hardware model 
CPU Intel core i7 CPU 2.90 GHZ 
RAM 60.0 GB 

4.2 Experiments and results 

This paper initially conducts a comparative experiment and the results are demonstrated in 
Table 4. 

As the target predicted values are within the range of 0 to 1, the commonly used metric MSE is 
not quite suitable for evaluating this experiment, as squaring the errors would result in extremely 
small values. Therefore, we adopt MAE as the metric for assessing the performance of the model 
[8]. 

Table 4 The results of the comparative experiment 

Model MAE (training) MAE (testing) 
Randomforest 0.03 0.07 

Stacking 0.02 0.05 

 
Secondly, we conducted experiments using the second-order stacking algorithm, and the result 
is shown in Table 5. 

Table 5 The result of the second-order stacking algorithm 

MAE (training) MAE (testing) 
0.018 0.029 

 
From the experimental results, it is evident that the performance of the second-order stacking 
algorithm is superior to the control model. Therefore, it is chosen as the final employee 
performance prediction model. 

5 Conclusions 

In this paper, we employ a second-order stacking algorithm to establish an employee 
performance prediction model after data processing, effectively reducing the prediction errors 
and the risk of overfitting. However, due to the complexity of the second-order stacking 
algorithm, its running time is relatively long, and further improvements are still required. 
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