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Abstract:In an electrical power system, most of the faults occurs in overhead 

transmission lines because of most of the conductor exposure to the atmosphere. 
Therefore, Insulated Overhead Conductors (IOCs) are widely used. To overcome this, a 
robust real-time PD fault analysis system is required. To analyze and classify the raw 
voltage signal for detection of PD's in IOC's a Convolutional Neural Network (CNN) 
based fault classification algorithm is proposed in this paper. The CNN is implemented 

using popular pre-trained CNN architectures such as AlexNet, VGG16 & ResNet are 
applied to the voltage signals in the dataset. From the values of Precision, Recall & F1-
Score it is observed that ResNet architecture provides the best prediction and 
classification results. 
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1   Introduction: 

Partial discharge (PD) can occur in transmission lines. PD represents a breakdown 

between two conducting electrodes.  If PD is not detected, the damage to the transmission line 

can be disastrous and cause serious safety events.  Partial discharge can easily be detected by 

ultrasound and by a routine preventive maintenance inspection of transmission lines. Over the 
years, several algorithms have been expanded to automate the classification of Partial 

Discharge fault sources. There are models that include feature engineering into one 

framework. They can extract features and automatically create informative depictions of time 

series and these models are Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNN). CNN's based models for the classification of time series has numerous 

significant benefits over other methods. 

2   VSB - ENET Dataset 

The VSB ENET Centrein the Czech Republicmade several attempts over the past few 

years to obtain PD signals. They developed a measuring tool that can be placed on IOC's outer 

cover to measure PDs [1,2]. The configuration can be seen in Fig 1. A single layer coil is 

wrapped around the IOC to absorb the drift electric field voltage around the IOC, aiming to 

detect the hazardous PD actions. The voltage signal is further captured by using a capacitance-

voltage divider whose output capacity is combined in parallel with the voltage output 

terminals and an inductor. VSB's approach is economicalthan another alternative solution that 
uses the Rogowski sensor [3,4,5] to calculate the current in the conductor explicitly.In 2018, 

VSB issued a dataset for this purpose, including a considerable number of waveform 

measurements acquired utilizing the system outlined above. The dataset was released by 

Kaggle[6,7]. 
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Fig. 1.VSBENET - PD Measuring Device. 

The dataset contains 8,711 pre-labelled voltage signals consisting of 8186 Non-PD and 

525 PD recorded from more than 20 real-time different locations[8]. Fig 2 presents the 

waveform of the PD and Non-PD signals. The Non-PD signal has a maximum value of 40 mV 

and a minimum value of 40 mV. The PD signal has a maximum of 60 mV and the minimum 

value is -80mV approximately the fluctuation of the signal rises significantly. 

 

Fig. 2.Waveformof PD and Non-PD Signal records from ENET Dataset. 

3   Performance Metrics 

Standard classification evaluation tools such as Precision, Recall, F1-Score are used to 

evaluate the performance. True Positive (TP) is the cases in which we predicted YES. The 

actual output was also YES., False Positive (FP) are the cases in which we predicted YES and 



the actual output was NO., True Negative (TN) is the cases in which we predicted NO. The 

actual output was NO., and False Negative (FN) is the cases in which we predicted NO. The 

actual output was YES. 

Precision is the number of correct positive results divided by the number of positive 

results predicted by the classifier. Recall is the number of correct positive results divided by 

the number of all relevant samples (all samples that should have been identified as positive). 

F1 score is a measure of a test's accuracy and is defined as the weighted harmonic mean of 

precision and recall. The range for F1 Score is (0,1). 

The precision and recall for PD signals are: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
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The precision and recall for Non PD signals are: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
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The F1-Score is the harmonic mean of Precision and Recall: 

𝐹1 = 2
𝑃𝑟𝑒𝑠𝑖𝑠𝑖𝑜𝑛⋅𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
            (3) 

4   Convolutional Neural Networks(CNNs)  

Convolutional Neural Networks given in Fig 3. are also know as CNN or ConvNet which 

are complex feed-forward neural networks. Because of its high accuracy, CNN is used in 

various applications such as image recognition and classification. CNN architecture is 

different compared when compared with regular neural networks. A typical CNN has three 

layers namely such as convolution, pooling, and fully connected layers. The core building 

block is the convolution layer which transfers the network computation load. By applying a 

large number of kernels the input image is convoluted. By pooling the values in adjacent 

pixels each feature map is downsized to a smaller matrix. [12]. 

 

Fig.3.Fully Convolutional Neural Network Architecture 

4.1   AlexNet 

The AlexNet architecture [13,14,15] is shown in Fig 4. AlexNet is a convolutional neural 

network consist of eight layers. The initial five layers are convolutional and the rest three are 

fully connected layers. ReLU is cast-off after every convolutional and fully connected layer. 

To add non-linearity Rectified Linear Units is applied despite the Tanh function. The speed is 

increased by 6 times with the same accuracy. Dropout is equipped before the first two fully 

connected layers. To avoid overfitting dropout is equipped despite regularisation. Hence the 

dropout rate of 0.5 is doubled in training time. The network size is reduced by adding overlap 

pooling. AlexNet is used in various applications not limited to medical image processing, 

natural language processing and other image processing tasks. 



 

Fig. 4.Architecture of AlexNet. [14] 

Table 1.Prediction Evaluation Metrics by AlexNet 

 

Fig.5.Prediction Evaluation Metrics Plot for AlexNet 

Based on the performance evaluation metrics of AlexNet architecture is shown in Table 1 

& Figure 5. At the various instances of 5, 10 & 15, it is observed that Precision & Recall 

values shows 68%, 70% & 72% of detected PD signals which are true PD signals out of 72%, 

73% & 74% successfully detected PD signals the F1-Score at the various instances are 70%, 

72% & 73% respectively. 

5 10 15 5 10 15 5 10 15

PD Signals 0.68 0.70 0.72 0.72 0.73 0.74 0.70 0.72 0.73

Non-PD Signals 0.74 0.75 0.75 0.70 0.72 0.73 0.72 0.73 0.74

Instance Instance

Precision Recall F1-Score

Evaluation Category Instance
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4.2   VGG-16 

The VGG-16 Network is shown in Fig 5. It consists of 16 layers with some weights. The 
input is an image with a dimension of 224 x 224 x 3. The initial 2 layers have 2 x Convolution 

& Max Polling layer with 64 channel feature map size of 244 x 224 x 64 and 112 x 112 x x 64 

dimensions. The 3rd& 4th layers have 2 x Convolution & Max Polling layer with 128 channel 

feature map size of 112 x 112 x 128 and 56 x 56 x 128 dimensions. The 5th& 6th layers have 2 

x Convolution & Max Polling layer with 256 channel feature map size of 56 x 56 x 256 and 28 

x 28 x 256 dimensions. The 7th& 8th layers have 3 x Convolution & Max Polling layer with 

512 channel feature map size of 28 x 28 x 512 and 14 x 14 x 512 dimensions. The last 

convolution layers have 3 x Convolution & Max Polling layer with 512 channel feature map 

size of 14 x 14 x 512 & 7 x 7 x 512 dimensions. All the layers have 3x3 Kernel size with 

a stride of (1,2) respectively. Followed by three Fully connected layers with a size of 25088, 

4096 & 4096 are used. ReLU activation function is cast off in all hidden layers. The vanishing 

gradient problem is also decreased by using ReLU it also increases the learning time which 
leads to efficient computing. The output layer is also a fully connected layer with a size of 

1000 and SoftMax as an activation function. 

 

Fig.6.VGG-16 Network Architecture. [15,16] 

Based on the performance evaluation metrics of VGG-16 architecture is shown in Table 2 

& Figure 7. At the various instances of 5, 10 & 15, it is observed that Precision & Recall 

values shows 74%, 75% & 78% of detected PD signals which are true PD signals out of 76%, 
78% & 79% successfully detected PD signals the F1-Score at the various instances are 75%, 

76% & 78% respectively. 

Table 2 Prediction Evaluation Metrics by VGG-16 

 

5 10 15 5 10 15 5 10 15

PD Signals 0.74 0.75 0.78 0.76 0.78 0.79 0.75 0.76 0.78

Non-PD Signals 0.77 0.78 0.78 0.74 0.76 0.77 0.76 0.77 0.78

Evaluation Category

Precision Recall F1-Score

Instance Instance Instance



 

Fig. 7.Prediction Evaluation Metrics Plot for VGG-16 

4.3   Residual Network (ResNet) 

ResNet [17, 18, 19] shown in Fig 4. is a type of deep neural networks with 150+ layers. It 

is frequently used in many computer vision tasks. Before ResNet due to the problem of 

vanishing gradients training of deep neural network is problematic. To overcome the 

vanishing gradient problem, skip connection is used in ResNet. Layers such as 34, 50,101, 

152, and even 1202 are used in ResNet. It consists of 49 convolution and 1 fully connected 
layer. ResNet is built with the total number of 25.5M weights & 3.9M Multiply and 

Accumulates (MACs).  

 

Fig. 8.Residual block. [19] 

Based on the performance evaluation metrics of ResNet architecture is shown in Table 3 

& Figure 9. At the various instances of 5, 10 & 15, it is observed that Precision & Recall 

values shows 79%, 80% & 80% of detected PD signals which are true PD signals out of 80%, 

82% & 81% successfully detected PD signals the F1-Score at the various instances are 79%, 

79% & 81% respectively. 

0,00

0,20

0,40

0,60

0,80

1,00

5 10 15 5 10 15 5 10 15

Precision Recall F1-Score

Ev
al

u
at

io
n

 M
et

ri
cs

Instance

PD Signals Non-PD Signals



Table 3 Prediction Evaluation Metrics by ResNet

 

Fig.9.Prediction Evaluation Metrics Plot for ResNet 

5   Result & Discussion: 

At the various instance of 5, 10 & 15, it is observed that Precision & Recall values shows 

70%, 72% & 73% of detected PD signals which are true PD signals out of 75%, 76% & 78% 

successfully detected PD signals the F1-Score at the various instances are 79%, 79% & 81% 

respectively. Based on the analysis of Prediction Evaluation Metrics shown in Table 4 & 

Figure 10 for different pre-trained CNN Architectures such as AlexNet, VGG-16 & ResNet, it 

is observed that ResNet architecture provides the best prediction and classification results. 

Table 4 F1-Score of different pre-trained CNN Architectures 

 

5 10 15 5 10 15 5 10 15

PD Signals 0.79 0.80 0.80 0.80 0.82 0.81 0.79 0.79 0.81

Non-PD Signals 0.77 0.77 0.77 0.76 0.75 0.76 0.76 0.76 0.77

Evaluation Category

Precision Recall F1-Score

Instance Instance Instance
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Fig.10.F1-Score Plot for different pre-trained CNN Architectures 

6   Conclusion 

In this paper, the contemporary development made on the application of CNN techniques 

for identifying PD sources are discussed. CNN based models for the classification of time 

series has numerous significant benefits over other methods. To analyze and classify the raw 

voltage signal for the detection of PD's in IOC's a CNN based fault classification algorithm is 

proposed. The CNN is implemented using popular pre-trained CNN architectures such as 
AlexNet, VGG16 & ResNet are applied to the voltage signals in the dataset. The trained 

classifier will be able to detect future PDs in IOC’s. From the values of Precision, Recall & 

F1-Score it is observed that ResNet architecture provides the best prediction and classification 

results. 
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