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Abstract. The system focuses and produces the optimal solution. Such as the SGD Text 

approach gives the highest and optimal result such as 88.38% compare with other 
models. and Simple Linear Regression approach gives very lowest result compare with 
other models. SGD Text approach produces highest precision value level which is 
82.61% compare with other models, The lowest precision value is 60.02% which is 
produced by Simple Linear Regression approach, the highest precision value is 81.19% 
which is SGD Text approach. The Simple Linear Regression, SMOreg and SMO and 
have respectively 0.21,0.23 and 0.25 seconds to build the model. Fast and exact clinical 
screening is essential for the fruitful treatment of infections. Utilizing AI calculations and 

dependent on research center blood test results. This information extends the model's 
utility for use by broad professionals and demonstrates that blood test results contain 
more data than doctors for the most part perceive. 

Keywords: SGDText, SimpleLinearRegression, SimpleLogistic, SMO, SMOreg and 
VotedPerceptron. 

1   Introduction 

Evaluation of this danger requires ideal, precise and dynamic blend of the enormous 
measure of clinical data in the preoperative period. [1-4]Current preoperative danger definition 

is restricted to a doctor's emotional danger evaluation or danger scores that frequently require 

expound information extraction [5-10]. While most of existing preoperative AKI hazard 

scores are restricted to heart medical procedure and have humble precision [11-13], 

instruments for preoperative danger delineation for extreme sepsis are missing.[14]  

Multivariate relapse models are customarily utilized for hazard forecast in clinical 

exploration because of their simplicity of result understanding and investigation however AI 

classifiers have picked up energy in biomedical examination during the previous few years 

with the accessibility of electronic wellbeing records and more perplexing clinical data.[15] 

Even however the decision of danger expectation model assumes a part in creating vigorous 

and exact danger prediction,[16] information cleaning and preprocessing are similarly 
significant for model execution [17]. 
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2 Material And Methods 

The dataset collected from UCI repository.  The study data set comprise of laboratory 

diagnosis values of blood donors for the patients and subjects of Hepatitis C patients and more 

details in demographic values. The below information have given about the list of the 

attributes. 

S.No Attribute 

1 X (Patient ID/No.) 

2 

Category  ( 0=Blood Donor, 

0s=suspect Blood Donor, 

1=Hepatitis, 2=Fibrosis, 3=Cirrhosis) 

3 Age 

4 Sex (female,male) 

5 ALB 

6 ALP 

7 ALT 

8 AST 

9 BIL 

10 CHE 

11 CHOL 

12 CREA 

13 GGT 

14 PROT 

 

The Weka 3.8.9 has implemented to get the optimal solution of the above dataset.  The 

below approaches have implemented and got optimal solution. 

 SGDText,  

 SimpleLinearRegression,  

 SimpleLogistic,  

 SMO,  

 SMOreg and VotedPerceptron 

3 Results And Discussions 

In this section discuss about the results and discussions of this research work. The below 
table clearly demonstrates that the Accuracy levels of all approaches namely SGDText, 

SimpleLinearRegression, SimpleLogistic, SMO, SMOreg and VotedPerceptron All of these 

algorithms belong to Function Category.   

 



 

 

 

 

Table 1: Various Approaches Vs Accuracy 

S.No Algorithm Accuracy 

1 SGDText 88.38% 

2 SimpleLinearRegression 60.02% 

3 SimpleLogistic 60.93% 

4 SMO 69.23% 

5 SMOreg 80.14% 

6 VotedPerceptron 77.57% 

 

 
Figure 1: Various Approaches Vs Accuracy 

 
This above diagram clearly represents that the SGDText approach produces 83.38 % of 

accuracy level , SimpleLinearRegression approach holds 60.02% of accuracy level, 

SimpleLogistic approach is holding 60.93% of accuracy level, SMO gives the accuracy level 

is 69.23% of accuracy level, SMOreg approach gives that 80.14% of accuracy level and 

VotedPerceptron approach has 77.57% of accuracy level.  

The SGDText approach and SMOreg approach have above 80% accuracy level, 

VotedPerceptron has 77.57% and rest of the SimpleLinearRegression approach, 

SimpleLogistic approach, and SMO approach have the range between 60% to 70% .   

The SGDText approach gives the highest and optimal result such as 88.38% compare 

with other models. and SimpleLinearRegression approach gives very lowest result compare 

with other models. 
 

 

 

 



 

 

 

 

Table 2: Various Approaches Vs Precision Values 

S.No Algorithm Precision 

1 SGDText 82.61% 

2 SimpleLinearRegression 66.8% 

3 SimpleLogistic 67.57% 

4 SMO 62.7% 

5 SMOreg 81% 

6 VotedPerceptron 70.68% 

 

The above table clearly demonstrates that the Precision levels of all approaches namely 

SGDText, SimpleLinearRegression, SimpleLogistic, SMO, SMOreg and VotedPerceptron All 

of these algorithms belong to Function Category.   

 

 
Figure 2: Various Approaches Vs Precision 

The above diagram represents that the SGDText approach produces 82.61% of precision 

value, SimpleLinearRegression approach holds 66.8% precision value, SimpleLogistic 

approach is holding 67.57% precision value, SMO gives the precision value  approach is 

62.7% , SMOreg approach gives that 81% precision value and VotedPerceptron approach has 

70.68% of precision value.  

SGDText approach produces highest precision value level which is 82.61% compare with 

other models, Next highest precision value is produced by the SMOreg approach which is 
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81%. The next highest priority is VetedPerception approach which is 70.68% of precision 
value, the rest of the SimpleLinearRegression, SimpleLogistic and SMO have the range 

between is 60% to 67%. 

Table 3: Various Approaches Vs Recall Values 

S.No Algorithm Recall 

1 SGDText 81.19% 

2 SimpleLinearRegression 60.02% 

3 SimpleLogistic 60.68% 

4 SMO 62.49% 

5 SMOreg 80.14% 

6 VotedPerceptron 71% 

 
The above table clearly demonstrates that the recall values of all approaches namely 

SGDText, SimpleLinearRegression, SimpleLogistic, SMO, SMOreg and VotedPerceptron All 

of these algorithms belong to Function Category.   

 
Figure  3: Various Approaches Vs Recall Values 

The above diagram represents that recall values have been produced by using various 

algorithm the SGDText approach produces 81.19% of Recall value, SimpleLinearRegression 

approach holds 60.02%% of recall value, SimpleLogistic approach is holding 60.68% of recall 

value, SMO approach gives the recall  value  is 62.49% , SMOreg approach gives that 80.14% 

recall value and VotedPerceptron approach has 71% of recall value.  



 

 

 

 

The lowest precision value is 60.02% which is produced by SimpleLinearRegression 
approach, the highest precision value is 81.19% which is SGDText approach. The SMOreg 

approach is 80.14% which is the next highest precision level. The SimpleLinearRegression, 

SimpleLogistic, and SMO have the range between 60% to 63%. 

Table 4: Various Approaches Vs Time Taken to build the model 

S.No Algorithm Time taken to build model(In Seconds) 

1 SGDText 0.19 

2 SimpleLinearRegression 0.21 

3 SimpleLogistic 0.49 

4 SMO 0.25 

5 SMOreg 0.23 

6 VotedPerceptron 0.91 

 

 
Figure 4: Various Approaches Vs Time Taken to build the models( In Seconds) 

The above table clearly demonstrates that the time consumptions of various approaches 

namely SGDText, SimpleLinearRegression, SimpleLogistic, SMO, SMOreg and 

VotedPerceptron. All of these algorithms belong to Function Category.   

The above diagram represents that all approaches have taken the time to build the model 

like SGDText approach takes the time to build the model around 0.19 seconds, 

SimpleLinearRegression approach takes 0.21 seconds to build the model, SimpleLogistic 

approach takes the time to build the model around 0.49 seconds, SMO approach takes 0.25 

seconds to build the model, SMOreg approach takes 0.23 seconds to build the model and 

VotedPerceptron approach takes 0.91 seconds to build the model.  
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The SGDText is taking low time consumption to build the model. It takes only 0.19 
seconds.  It is very low time consumption compare with other approaches for building the 

models.  

The SimpleLinearRegression, SMOreg  and SMO and have respectively 0.21,0.23 and 

0.25 seconds to build the model. The SimpleLogistic approach has 0.49 seconds to build the 

model. The highest time has taken VotedPerceptron approach which is 0.91 seconds to build 

the model. 

4 Conclusion 

This system concludes that the SGDText approach gives the highest and optimal result 

such as 88.38% compare with other models. and SimpleLinearRegression approach gives very 

lowest result compare with other models. SGDText approach produces highest precision value 

level which is 82.61% compare with other models, The lowest precision value is 60.02% 

which is produced by SimpleLinearRegression approach, the highest precision value is 

81.19% which is SGDText approach. The SimpleLinearRegression, SMOreg  and SMO and 

have respectively 0.21,0.23 and 0.25 seconds to build the model. 
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