Surveillance Camera Based Fall Detection System Using Long Short Term Memory for Elderly People
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Abstract. Event detection in videos is becoming an emerging area of research now a day. Monitoring of people activities using a surveillance camera is an essential one in a recent lifestyle for safety and security. The surveillance cameras are used in a wide variety of places such as in public places, Hospitals, Schools, and Homes for the beneficiaries of common people, patients, children and the elderly. In case of any emergency or abnormal events, immediate notification should be given to the respective people. The abnormal events are recognized from the videos using deep architectures. The goal of event detection in videos is to detect simple and complex actions in real-time data. This has a lot of attention in real-time ambient assisted living environments especially for elder people who live alone in the home. In this paper, a deep architecture of long short term memory recurrent network is proposed to detect fall actions in video inputs.
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1 Introduction

Fall detection has become the most interesting research area due to the most attractive and efficient features of the deep learning algorithms in computer vision domain. In the last few decades more number of research works is evolved in the field of Ambient Assisted Living (AAL) for elderly people. AAL and smart home automation is achieved with various kinds of sensors and monitoring devices to enhance the life style of the elderly people. In recent decades, the life time of people is increasing drastically due to the recent advancements and growth of technology in medicine field. This leads to the population growth in old age people.

The number of people and proportions of older persons are increasing day by day all over the world. By 2050, one in six people in the world will be over age 65 stated by world population prospects: The 2019 revision [1]. The old age people wish to live independently and peacefully in their last days in home. Due to aging they may experience health issues like sight problems, unbalancing while walking, dementia etc. It is mandatory to have health care assistant and being monitored around 24 hours and it is possible only when they are in the clinical environment. But the older persons are willing to have ageing at home. They hesitate to be in the hospital like environment.

In this research work a novel deep learning algorithm is proposed to detect human fall in indoor environment automatically using computer vision techniques. The paper is further organized into related work, methodology, results and discussion and conclusion.
2 Related work

To overcome this issue researchers have developed many monitoring devices to support aging at home. The monitoring devices are further classified into three broad categories acoustic and ambient sensors based method, wearable sensors based method, computer vision based method [2]. In acoustic ambient method the sounds of the surrounding and frequencies are recorded to detect the fall. In this method various sensors like floor vibration sensor, location sensor, RFID, temperature sensor and infrared sensors are embedded in to the environment to detect the actions and context of the elderly [3]. In wearable sensors based method various kinds of sensors like accelerometers [2-table] and gyroscopes are used to detect the fall event. In computer vision based methods surveillance cameras are used to monitor the people daily activities and if any fall events occur that can be detected based on their postures or from other parameters using well defined algorithms and alarm is sent to caretakers immediately.

Among the all fall detection methods computer vision based methods are giving better accuracy compared to other traditional methods. They produced less false alarm rate and the results can be further improved by the efficient deep learning algorithms. Deep learning supports real time applications and large volume of data and gives better accuracy than other machine learning algorithms. ArifMahamood et.al extracted spatio temporal features from images and classified using ada boost algorithm to detect fall [4]. Manuel Martinez proposed a bed aligned map method to recognize human activities in bed [5]. Many researches have proposed many feature extraction and classifiers to detect human fall automatically like HOG[8], fuzzy rules[9], SVM[7], GMM [6], DAG [10].

In [11] Guo-Jun Qi extracted position, angle, offset, velocity, pairwise joint distances of the persons from image and proposed differential recurrent neural network deep algorithm to find the change of information between successive frames for the classification. MirtoMusci[12] detected fall using wearable devices and artificial intelligence techniques. Ruizaho et al. combines RNN with CNN and finally used SVM classifier to classify the classes. Ahmed Naitaicha compared CNN, LSTM and ConvLASTM on wearable devices data for detection [13]. Adrian Nunez Macros implemented CNN on publically available fall detection datasets URFD, Multicam, FDD and achieved 94% results[14]. Deepika Sign et al. classified fall events on sensor data using LSTM and RNN deep learning algorithms and it outperforms traditional algorithms NB, HMM and CRF[15]. Chi Chuntian proposed a novel method that extracts channel state information from WiFi signals and trained with RNN model. Then it is improved with RSR-RNN model[16].

3 Methodology

The automatic fall detection system captures input frames from the video surveillance camera and extracts the important features. Then it converts the data to CSV file format to train the RNN model with the pre-processed data in the training phase. In testing phase a new input data is processed by the trained model and the events are classified accordingly. Fig 1 shows the basic model of the automatic fall detection system using the deep learning algorithm RNN.
RNN

Recurrent Neural Network is a well defined deep network for time series data. RNN structure includes an input layer multiple hidden layers and an output layer. This forwards input $x$ to an internal hidden layer $h$ at time step $t$. The deep network passes the hidden state $h_t$ along with the next input $x_{t+1}$ to the neuron at every time step. The number of hidden layers is determined by trial and error methods in training phase. Each hidden layer has its own weights and biases. RNN provides same weights and biases to all the layers to reduce the complexity so that all the hidden layers have same weights and biases in a single recurrent layer. Fig.2 shows a simple RNN structure.

Formula (1) shows the calculation of the current state where $h_t$ and $h_{t-1}$ are the current and previous states and $X_t$ is the input state. Formula (2) depicts activation function $f()$ where
LSTM

Recurrent Neural Network algorithm is the best choice to analyze sequential input data. Video inputs have information in many frames. All of them need to be analyzed to understand the context of the event. Longer sequences cannot be handled in RNN as it forgets previous input sequence. To diminish this gradient descent problem, Long Short Term Memory has been designed to analyze the longer sequences and preserve contextual information of input sequence. Back propagation technique can be used to overcome the problem of vanish. Its architecture with input output and forget gates help to identify long term patterns in sequential input. In LSTM the input output and control gates are represented as $x_t$, $c_t$, $o_t$ with hidden state $h_t$ at time $t$. At each time step the LSTM neuron depends on the values of input gate, cell state and hidden states to produce output. Each LSTM unit’s functionality is depicted in equations (3)-(8). Using this values LSTM unit memorize long term input sequence.

$$W_{hh} \text{ is weight at recurrent neuron and } W_{xh} \text{ is weight at input neuron. Formula (3) states the calculation of output } Y_t \text{ where } w_{hy} \text{ is weight at output layer.}$$

$$h_t = f(h_{t-1}, X_t)$$  \hspace{1cm} (1)

$$h_t = \tanh(W_{hh}h_{t-1} + W_{xh}X_t)$$  \hspace{1cm} (2)

$$Y_t = W_{hy}h_t$$  \hspace{1cm} (3)

4 Results and Discussions

The proposed model is evaluated with Gaussian Naïve Bayes classifier and proposed method. Table 1 shows the performance of our model with different number hidden layers. Figure 2 shows the live capture of fall event. Table 2 and 3 shows the precision, recall, f1 score and support values of Gaussian and LSTM methods. The three class labels are fall, non fall and about to fall. Table 4 shows the accuracy values of both the algorithms and LSTM achieved 85.79%.
Figure 2. Fall Event Detection a. Non-Fall (Person Detection) b. Fall

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.42</td>
<td>0.65</td>
<td>0.51</td>
<td>438</td>
</tr>
<tr>
<td>1</td>
<td>0.89</td>
<td>0.87</td>
<td>0.88</td>
<td>587</td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>0.83</td>
<td>0.88</td>
<td>1861</td>
</tr>
</tbody>
</table>

Table 3: LSTM

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.45</td>
<td>0.38</td>
<td>0.41</td>
<td>405</td>
</tr>
<tr>
<td>1</td>
<td>0.82</td>
<td>0.95</td>
<td>0.88</td>
<td>591</td>
</tr>
<tr>
<td>2</td>
<td>0.93</td>
<td>0.91</td>
<td>0.92</td>
<td>1890</td>
</tr>
</tbody>
</table>

Table 4: Accuracy

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Naïve Base</td>
<td>82%</td>
</tr>
<tr>
<td>LSTM</td>
<td>85.79%</td>
</tr>
</tbody>
</table>

Conclusion

A deep architecture of long short term memory recurrent network is proposed to detect fall actions in video inputs. The method achieved good results than machine learning algorithms. The results can be improved with more number of input video samples. In future work, Attention based models can be used to improve the model performance.
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