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Abstract.Sentiment analysis is a process that is a very popular concept nowadays 
because of the high volume of reviews, micro blogs, comments etc., generated in 
different sites like e-commerce and social networking sites. The main problem in the 
current system is, for users to know the polarity result of bulk data, which is very tough 

because users need to study and understand each review in terms of the polarity. Users 
are expecting a onetime result of the polarity of bulk reviews, comments, micro blogs 
etc. In social networking sites, users post their status or opinions to share to the world. In 
this category, Twitter is the most popular one. In twitter, users post many micro blogs 
related to a topic or crisis etc, and the topic may be linked with a greater number of micro 
blogs based on the keywords or hash tags used. In twitter, we can search for any topic 
with keywords or hash tags, and we get a bulk of responses of the users world-wide. If 
we want to know the exact opinions of the users, we need to analyze the data with 

sentiment analysis. Sentiment analysis is a concept of defining a statement as positive, 
neutral, or negative by analyzing words of the statement. Many concepts have been 
proposed for this requirement, and many sentidatasets have been prepared for this 
requirement. But by taking the advantages of Machine Learning we are proposing a 
concept of sentiment analysis in twitter using ML techniques. In this we use multiple ML 
techniques such as Random Forest, Naïve Bayes and Support Vector Machine for 
evaluation and comparison of the results. 
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1   Introduction 

In the past decade, there has been no limit to the range of information that is being 

conveyed using tweets and text messages, which are often short messages used for sharing 

opinions called sentiments about things happening around them. The language used is mostly 

informal with creative spellings, new words, URLs, abbreviations, punctuations, and hashtags, 

which is a way of tagging. Similarly, it uses Pre-Processing, text analysis and computational 

linguistics for identifying and analyzing the raw data and predicting opinions. It is also 
referred as opinion mining. The internet has established a platform for people to express their 

views, emotions on products, people, and things around them. The objective of sentiment 

analysis is to extract important insights from large amounts of data by removing unnecessary 

data that would help organizations, better decision making and quality product consumption. 

In this paper, we look at an approach, where a model is built for classifying tweets, which are 
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retrieved using consumer keys, access tokens from TwitterSearch API. This process is for 
calculating polarity.  

2  Related Work 

Social Media (SM) are online applications which enable sharing the moods, status, 
opinions of users to their virtual social circles for example twitter, Facebook, etc. [1], [2].  In 

machine learning there are few topics which are used to build the requirements of prediction, 

aggregation, and clustering etc. In different surveys many systems were proposed for 

sentiment analysis by using basic concepts of N-grams, string comparisons, clustering etc. 

Those only provide limited solutions of sentiment analysis. Mainly, sentiment analysis was 

used to produce important results like political analysis, rating prediction, product reviews 

monitoring etc. [3] [4].  Most surveys depend on a static sentiwordnet dataset to find the 

sentiment analysis. But we require finding a proper solution to find the polarity of the tweets. 

 

2.1 Scope of the Work 

 
The scope of work includes the following: 

 The understanding of public opinions’ importance in terms of a particular topic, and 

that opinion’s collection from the internet using social networking sites.   

 We can understand the importance of the Machine Learning classification algorithms 

and how it helps us in text classification.  

Based on the training data of text labeled data, we will understand how classification 

algorithms can process using tokenizer concepts and classify the results. 

3  Implementation 

3.1 Architecture 

 

In our system, sentiment analysis is based on machine learning algorithms applied to the 

tweets, and the architecture is developed in two modules. One is the Admin module, and the 

other one is a User module. In the following architecture diagram, we represent admin flow 

and user flow in two formats. Admin flow is represented in brown color and user flow is 

represented in blue color. In the admin module we are using three machine learning classifiers 
for training the data, and in the testing module we compare the algorithms with accuracy 

scores. We chose the best algorithm in terms of accuracy and deployed in the user module for 

performing the sentiment analysis of real time tweets.  In this chapter we will discuss our main 

and sub modules in detail.  



 

 

 

 

 
Fig. 1System Architecture 

 

3.2 Admin Module 

 

In this admin module we train and test the dataset using three machine learning classifiers 

for accuracy calculation comparison.  

 

3.3 Upload Dataset 

 

For theSentiment analysis we have taken the dataset which consists of 156062 rows of 

labeled data. In this, we have words and statements in one column and in the other column we 

have label class of sentiment polarity, namely positive, negative and neutral. In the following 

table we can see the dataset description. 

 

Table 1.Description of the dataset 

Review Sentiment 

String Data Classes: negative, neutral and positive 

 

 

 



 

 

 

 

 
Fig 2. Screenshot of the dataset 

 

3.4 Stop words Removal 

 

This step comes under the process of feature extraction. In every review statement of the 

training dataset, we identified the stop words and removed it. In the API which we are using 

we have a list which consists of list of English stop words like ‘a’, ‘about’, ‘according’, 
‘across’ etc. We remove stop words because these words are useless for any judgment of text 

classification, and we can achieve better database space and computation cost.  

 

3.5 TfidfVectorizer 

 

Generally, Machine Learning algorithm only deals with numeric format data, hence in 

text classification we need to convert the data into numeric vector format. Generally, this 

process can be done in two ways, one is CountVectorizer and the other one is TfidfVectorizer. 

In CountVectorizer it will take the word count of the text, it is a very basic process. But in the 

TfidfVectorizer it will take the Tf*IDf score as its numerical data for the vector model. 

For example, 
dataset=[‘problem of devil’, ‘devil queen’, ‘horizon problem’] 

 

Table 2. TfidfVectorizer Example 

 

doc Devil horizon Of problem queen 

0 0.517 0.000 0.680 0.517 0.000 

1 0.605 0.000 0.000 0.000 0.795 

2 0.000 0.795 0.000 0.605 0.000 

 



 

 

 

 

3.6  Apply Classification Algorithms  

 

In this sub module after conversion of the dataset into the TfidfVectorizer, we apply the 

following classification algorithms:  

 Naive Bayes  

 Random Forest 

 Support Vector Machine 

 

Naive Bayes Algorithm 

 

We upload the dataset (.csv file) by using the pandas API in python and we apply the 

TfidfVectorizer. After that we train the dataset and save the model file in the ‘.sav’ file format. 
We store the fit model in .sav format for future testing purposes. 

Naïve algorithm is an adoption format of the Bayes Formula. By using this we can 

calculate the probability of each class in terms of the attributes. We derive naïve bayes 

formula as the following: 

p(c/d) =
P(

d

c
)P(c)

P(d)
 (1) 

 

Where in: 

 ‘c’ is a class, 

 ‘d’ is a document, 

 ‘P(c)’ is a class probability, 

In the following figure, we can see the implementation code of training the dataset using 

Naive bayes algorithm. 

 

 
Fig 3. Sample code of Naive Bayes 

 

Random Forest Algorithm 

 

We upload the dataset (.csv file) by using the pandas API in python and we apply the 

TfidfVectorizer. After that we train the dataset and save the model file in the ‘.sav’ file format. 

We store the fit model in .sav format for future testing purposes. 

Random Forest algorithm is a supervised algorithm for both classification and regression 

algorithm. It computes the decision based on the highest scores of multiple decision trees. 

In the following figure, we can see the implementation code of the training the dataset 

using Random Forest algorithm. 



 

 

 

 

 
Fig 4. Sample code of Random Forest 

 

Support Vector Machine 

 
We upload the dataset (.csv file) by using the pandas API in python and we apply the 

TfidfVectorizer. After that we train the dataset and save the model file in the ‘.sav’ file format. 

We store the fit model in .sav format for future testing purposes. 

SVM algorithm is a supervised algorithm for both classification and regression algorithm. 

It calculate distance between the difference of the two classes by defining the closest points.  

In the following figure, we can see the implementation code of the training the dataset 

using SVM algorithm. 

 
Fig 5. Sample code of SVM 

 

3.7 Save Model 

 
After executing our three classification algorithms, we can see the nb_model.sav, 

rf_model.sav and svm_model.sav files in the current folder. These files can be used for testing 

the data n number of times without training the dataset again. Simply, we store the fit model in 

to a file. And for the 156062 rows of the data, we convert it to .sav file with different sizes. 

For Naïve bayes algorithm, 2mb size of save file is created, for Random Forest 1mb size of 

save file is created and for SVM 57mb size of save file is created. 

 



 

 

 

 

 
Fig 6. Screenshot of sav files 

 

3.8 Testing with test data 

 

After creation of the model files of three algorithms we take testing file (.csv) that 

consists of 1000 records. This data is already labeled data. After getting the results from the 

individual algorithms we compare with actual results. Then we can calculate the accuracy 

score by using the following formula: 

 

Accuracy =
TP+TN

TP+TN+FP+FN
(2) 

where, 

 TP: True Positive 

 TN: True Negative 

 FP: False Positive 

 FN: False Negative 
 

In this testing module we have Support Vector Machine algorithm with the best score in 

accuracy. 

 

3.9 User Module 

 

In this user module, user can provide keywords or hashtags of a topic, then user will get 

the real time tweets or re-tweets published in twitter which are identified by searching for the 

keyword in tweets and then display the evaluated polarity of the tweets as positive or negative 

or neutral. 

 

3.10 Search Tweets 

 

In this module, user searches for tweets using keywords or hash tags from the real time 

twitter database by using python API. In this module we will describe the process of getting 

the tweets from twitter using API’s. We are developing our proposed system application by 

using Python coding language. So, we are using the python API called Tweepy for getting the 

tweets related to a topic. 

 

3.11 Sentiment Analysis 

 

In this module, we choose the best algorithm in terms of the accuracy and deploy it in the 

user module for performing sentiment analysis of the real time tweets. In this testing module, 



 

 

 

 

Support Vector Machine algorithm shows best score in accuracy.  So, our system will give the 
one-shot result of the polarity results of the tweets. 

4 Experimental Results 

4.1 Accuracy Score Graph 
 

In the testing result page, we have a user interface to view the accuracy graph. 

 

Table 3. Accuracy Results 

 

 
Fig 7. Accuracy Graph 

 

4.2 F1Score Graph 

 

In the testing result page, we have a user interface to view the F1socre graph. 

 

Table 4. F1 Score Results 

 



 

 

 

 

 
Fig 8.F1Score Graph 

 

4.3 Search tweets in user home page 

 

After successful login of the user, user can see ‘get tweets option’, user can enter the 

keywords and get the tweets. In the following example ‘trump’ has been inputted as keywords. 

We can see the tweets in right side. 
 

 
Fig 9. Search Tweets 

 

4.4 Sentiment Analysis process 

 

In the result page we have shown the process of the sentiment analysis. By clicking on the 

Sentiment Analysis button, SVM model will be implemented and all tweets will classified and 

labeled with sentiment classes like positive, negative, or neutral.  

 



 

 

 

 

 
Fig 10. Sentiment Analysis Process 

 

Sentiment Results graph 

 

We can view the results graph by clicking on the ‘View Graph’ option. We can compare 

the sentiment score values of tweets as how many neutral, how many positive, and how many 

negative tweets are there, graphically. 

 
Fig 11. Sentiment results Graph 

5 Conclusions 

In our system we performed sentiment analysis by using machine learning algorithms on 

the tweets. Sentiment analysis is a process of calculating the polarity of the statement as to get 

the polarity namely positive, negative and neutral, of the posts, micro blogs, opinions or 
feedback which are published in social media sites or E-commerce sites. We developed the 

architecture in two modules. One is Admin module, and another one is User module. In admin 

module we are using three machine learning classifiers for training the data, in testing module 

we can compare the algorithms with accuracy scores. In our testing we see that Support 



 

 

 

 

Vector Machine algorithm shows best accuracy when compared with Naive Bayes and 
Random Forest algorithms. We chose SVM algorithm based on the accuracy and deployed it 

in the user module for performing sentiment analysis of the real time tweets 
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