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Abstract.The study aimed to analyse the efficiency of the system made using a machine 
learning algorithm in predicting the sowing and harvesting time. Further to investigate 
the opinions of experts and agriculture farmer against the output generated by the system 
for maize cultivation. The system was designed in such a way to predict sowing time and 
harvest time using variables: Location, Temperature, Soil Type, Stem Weight, No. of 
Kernels in an ear, Kernel Weights and Water Content. Results will be displayed in Likert 
scale whether to sow the maize seeds or not and whether to harvest or not. For this study, 
opinion-based data was collected from 124 farmers, 113 experts in the agricultural 
department and compared against 117 data produced by the system. From the analysis, it 
was understood that there is no significant difference among the opinions for sowing and 
harvesting of maize. It can be perceived that system opinion matches 97.7% with 
Farmers Opinion and 96.7% with expert opinion. The estimated R square value is 0.955, 
meaning the forecasting accuracy of the system is almost 95.5% and the system-
generated output has the efficiency equivalent to farmers and experts. For predicting 
system output using opinion is given by; System Opinion = 0.021 + (0.954×Farmer 
Opinion) + (0.022×Expert Opinion). 

Keywords: ICT in Agriculture, Machine Learning, Experimental & Descriptive 
Research Design component. 

1   Introduction 

Agriculture was the catalyst for the development of humanity. India is an agrarian nation 
with a heavily reliant economy on crop production. As a result, agriculture is the bedrock of 
India's economy. According to the economic survey of down to earth, part of 
agriculture in Gross Domestic Product (GDP) is improved to 19.9 per cent in 2020-2021 from 
17.8 per cent in 2019-2020 in India and about 50 percent of overall workforce in India are 
directly and indirectly dependent on agriculture.  Predictive approaches for marker-based 
selection without quantitative trait loci (QTL) mapping will likely be the focus of future 
applications for complicated traits.[1] 

In agriculture, accurate yield estimate and nitrogen control are critical. This research 
article looks into harvest yield forecasting based on publicly available datasets[2]. This is 
attributed to machine learning systems' capacity to perform non-linear functions and process a 
vast number of inputs.  

ICCAP 2021, December 07-08, Chennai, India
Copyright © 2021 EAI
DOI 10.4108/eai.7-12-2021.2315118



Crop production projections that are accurate and timely are critical for policy choices. In 
this article, machine learning approaches such as Artificial Neural Networks, decision trees, 
and Bayesian belief networks are discussed. [3]. 

Environment, topography, historical, geological, biological, political, and structural, as 
well as socioeconomic influences, all have an effect on Indian agriculture. Droughts are 
forecasted and the effects of droughts are mitigated using Support Vector Regression (SVR), 
Artificial Neural Networks (ANNs), and Wavelet Coupling analysis in this research article [4]. 

This article highlighted the analysis of production of various crops such as rice, maize, 
and wheat in various countries, as well as the conclusions taken from satellite data, weather 
conditions, and risk management [5]. The impacts of pollution, population, solid waste 
disposal, surface and ground water hydrology, and climate change vary throughout time. The 
system is set up in such a way that when the data for Location, Temperature, and Soil Type 
are entered, the system generates a report. Using common land units, the goal of this research 
was to come up with an accurate, cost-effective, and in-season crop type categorization. [6]. 

The term "supervised learning" refers to the fact that one teacher is in charge of 
overseeing the process by which the algorithm is trained using testing models and only used to 
arrive at an appropriate conclusion with new results. Such forms of supervised learning 
include artificial neural networks, Bayesian networks, decision trees, help vector machines, 
ID3, k-nearest neighbour, secret markov model, and so on are all examples of artificial neural 
networks. Unsupervised machine learning refers to a method in which a large volume of data 
is supplied to a computer, which then searches for similarities and relationships within them. 
Unsupervised learning may therefore be used to uncover secret trends in the results. K-nearest 
neighbour, self-organizing map, partial centred clustering, hierarchical clustering, and k-
means clustering are some of the techniques used to cluster data are examples of unsupervised 
learning algorithms [7]. 

Machine learning brings together computer science and analytics to increase predictive 
power. Machine learning methods should be used in agriculture and agricultural production to 
find correct crop production predictions, since there exists a huge amount of data (ie) 
produced in agriculture and it is growing every day. Wheat [9] yield is calculated in tonnes per 
hectare and is classified as total output per unit area. Due to local spatial differences in soil's 
physical and chemical characteristics, management activities, and regional insect and 
pathogen damage, within-field yields fluctuate geographically and temporally. Farmers may 
utilise data on yield variations within a field to improve management choices, benefit, land 
rental, and insurance value. Yield monitoring, which is the initial step of Precision 
Agriculture, is one of the most important components for defining management zones (MZ) 
based on prior yield maps (PA). Yield monitoring assesses the ultimate result of these 
operations at the end of the growing season, while MZ delineation takes into account soil 
conditions and previous management practises in the area[8]. 

2. Review of Literature 

Such ML methods are promising and may be employed in computational approaches for 
maize, such as the more recently popularised linear mixed models, as shown in the use of 
machine learning (ML) techniques for maize breeding. A new area of ML [1] is emerging 
among the most cutting-edge technologies for accelerating the introduction of novel 
genotypes. Many strategic applications of ML in maize breeding, quantitative trait locus 



mapping heterotic community assignment, and common genome-wide selections are being 
addressed in the literature. Corn is one of the world's most valued grains, along with rice and 
wheat, and a major source of calories for humans. Development of genotypes suited to 
deteriorating environmental circumstances, primarily drought, that must be cultivated in 
marginal law and changing climatic conditions for agricultural production[9]. 

In order to devise crop management systems, researchers used advanced machine learning 
and modelling tools, as well as studied different methods of a relaxation platform for winter 
wheat crop management.  

Root Mean Square Error (RMSE), Root Relative Square Error (RRSE), Normalized Mean 
Absolute Error (NMAE), and Correlation Factor (R) were the four accuracy measures 
employed in this paper to assess the yield prediction model [10]. 

By taking into account a variety of independent variables like temperature, soil, water 
level.., a model is constructed to forecast Wheat production before harvest in Punjab's seven 
districts and analyzed the results [11]. This research study focused on a field experiment with 
data sets to compare the efficacy of HYDRUS-2D with different machine-learning 
models[12]. Within-field zone yield varies spatially and owing to regional pest and pathogen 
damage, management actions, and local spatial differences in soil physical and chemical 
characteristics. Farmers may utilise data on yield variations within fields to improve their 
management, revenue, land leasing, and insurance value [15] 

Yield monitoring, which is one of the most essential components for establishing 
management zones (MZ) utilising prior yield charts, is the initial step in PA. High-resolution 
satellite imagery data is used to predict corn crop yields[13]. In large fields with substantial 
geographic variability, traditional agricultural yield monitoring methods such as quadratic 
frame sampling are time-consuming, disruptive, labor-intensive, and incorrect. Crop yield 
monitoring devices mounted on harvesters are now available and can provide yield charts, but 
only at the end of the season. As a consequence of the exponential development of Machine 
Learning and the requirement for agricultural production monitoring and prediction, many 
academics are utilising satellite and aerial Machine Learning data to analyse within-field 
variability. This article discusses the applications of the ANN model, which solves 
hydrological issues and provides reliable findings[14].  

Using archival Sentinel-2 data, the Green Normalized Difference Vegetation Index 
(GNDI) at crop stage is utilised to assess within-field variability of maize production from 
previous seasons[15]. Using remote sensing pictures and machine learning classifiers, 
identification large-scale crop distribution is focused in this paper [16] 

3. Methodology 

The system was designed in such a way to predict sowing time and harvest time using 
variables such as; Location, Temperature, Soil Type, Stem Weight, No. of Kernels in an ear, 
Kernel Weights and Water Content in Kernel. The system function in such a way that, when 
the Location, Temperature and Soil Type data is given as an input it provides results in Likert 
scale (Highly Not Recommended – Highly Recommended) whether to sow the maize seeds or 
not. Similarly, when the sample data of the Stem Weight, No. of Kernels in an ear, Kernel 
Weights and Water Content in Kernel is given it provides a result in Likert whether to harvest 
or not. For the study, opinion-based data was collected from 124 farmers, 113 experts in the 
agricultural department and compared data against 117 data produced by the system.  



The study was conducted to analyse the efficiency of the system made using a machine 
learning algorithm in predicting the sowing and harvesting time. Further to investigate the 
opinions of experts and agriculture farmer against the output generated by the system for 
maize cultivation. 

4. Analysis and Interpretation 

The analysis was carried to identify, whether there is any significant difference in the 
opinion’s among the experts, farmers and system-generated output at any point in time.  

 
From the Table No.1, the estimated significance value is 0.668 which is greater than 0.05 

[Std. Value] meaning the null hypothesis is accepted. Therefore, there is no significant 
difference in opinion among the experts, farmers and system-generated output at any point of 
time for sowing and harvesting of maize. The graph further indicates that the opinion is 
symmetrical and normalized. 

 
Having found the opinion between experts, farmers and system-generated output at any 

point of time are the same. The analysis was carried out using the Pearson correlation test to 
identify the level of relationship between experts, farmers with system generated output. 

 
From Table No. 2, the estimated significance value is less than 0.05 [Std. value] Meaning 

the null hypothesis is rejected. Therefore, there is a significant relationship between the 
opinions made by expert, farmer and system. From the correlation value, it can be interpreted 
that there can be a strong positive relationship between the opinions made by expert, farmer 
and system. Further, it can be perceived that system opinion matches 97.7% with Farmers 
Opinion and 96.7% with expert opinion on sowing and harvesting of maize. 

 
Table No. 1: ANOVA Test on opinions among the experts, farmers and system-generated 

output 
ANOVA 
Opinion 
  Sum of 

Squares 
df Mean Square F Sig. 

Between 
Groups 

1.697 2 .848 .
4
0
4 

.668 

Within 
Groups 

736.555 351 2.098 

Total 738.251 353   
Correspondence Table 
Opinion Farmer / Experts / System 

Farme
rs 

Exper
ts 

Syste
m 

Active Margin 

Highly Not Recommended 27 27 28 82 
Not Recommended 26 27 28 81 
Neither Recommended  
nor  Not Recommended 

20 17 15 52 



Recommended 25 24 25 74 
Highly Recommended 26 18 21 65 
Active Margin 124 113 117 354 

 
 

 

 
 

 
Table No. 2: Correlation – Level of Relationship between the opinion of experts, farmers 

and system 
Correlations 
  Farmer 

Opinion 
Expert 
Opinion 

System 
Opinion 

Farmer 
Opinion 

Pearson 
Correlation 

1 .967** .977** 

Sig. (2-tailed)   .000 .000 
N 113 113 113 

Expert 
Opinion 

Pearson 
Correlation 

.967** 1 .947** 

Sig. (2-tailed) .000   .000 
N 113 113 113 

System 
Opinion 

Pearson 
Correlation 

.977** .947** 1 

    
Sig. (2-tailed) .000 .000   
N 113 113 113 

**. Correlation is significant at the 0.01 level (2-tailed). 
*Source: (Primary data) 

Table No.3: Regression – Efficiency of the system 



Model Summary 
Model R R Square Adjusted 

R 
Square 

Std. Error of the Estimate 

1 .977a .955 .955 .31104 
a. Predictors: (Constant), Expert Opinion, Farmer Opinion 
b. Dependent Variable: System Opinion 
ANOVA 
Model Sum of 

Squares 
df Mean 

Square 
F Sig. 

1 Regression 228.491 2 114.245 1180.899 .000b 
Residual 10.642 110 .097     
Total 239.133 112       

a. Dependent Variable: System Opinion 
b. Predictors: (Constant), Expert Opinion, Farmer Opinion 
Model Unstandardized 

Coefficients 
Standardized 
Coefficients 

t Sig. 

B Std. 
Error 

Beta 
  

1 (Constant) .021 .065   .318 .751 
Farmer 
Opinion 

.956 .079 .957 12.071 .000 

Expert 
Opinion 

.022 .081 .021 .271 .000 

a. Dependent Variable: System Opinion 

 



 
 
 
 

 
*Source: (Primary data) 
The estimated R square value is 0.955, meaning the forecasting accuracy of the model is 

almost 95.5%. The ANVOA Significance is less than 0.05 [Std. Value] Meaning the model is 
fit. Further, the coefficients significance value is less than 0.05. This indicates that the system 
generated output can be predicted with expert and farmer opinion i.e. the system-generated 
output has the efficiency equivalent to experienced farmers and experts. The graphical 
interpretation using the scatter plot method on the opinion illustrates that most of the opinion 
made by experts and farmers are similar to the output generated by the system 

. 
The regression equation for predicting system output using expert and farmer opinion is 

given by: 
System Opinion = 0.021 + (0.954×Farmer Opinion) + (0.022×Expert Opinion) 
 
In agriculture, a growing number of machine learning implementations are required, for 

which a large amount of data presently available from many sources may be analysed to reveal 
hidden information. This will be a well-researched area with the potential to grow in the 
future. Agricultural crop forecasting is aided by the integration of computer science and 
agriculture. Preharvest crop forecasts must be based on objective methods. Over traditional 
forecasting techniques, developing an appropriate model offers many benefits. More 
information on the analysis may be found in Table 1. 

5. Conclusion 

From the analysis point of view, there is no significant difference in opinions collected 
from the experts, farmers and system-generated output at any point of time for sowing and 
harvesting of maize. Further, it can be perceived that system opinion matches 97.7% with 
Farmers Opinion and 96.7% with expert opinion in sowing and harvesting of maize. The 
estimated R square value is 0.955, (i.e.) the forecasting accuracy of the system is almost 
95.5%. 
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