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Abstract. The Picture Caption Generator automatically represents the content of an 
image, which is a key problem in artificial intelligence that links computer vision with 
natural language processing (NLP). There is a growing necessity for context-based 
natural language image descriptions. Recent advances in domains such as neural 
networks, natural language processing and computer vision, have paved the road for 
better description of images. It needs both computer vision approaches to interpret the 
content of the image and a language algorithm from the NLP sector to transform the 
image's interpretation into words in right order. To accomplish this, state-of-the-art 
algorithms like as Convolutional Neural Network (CNN) and sufficient 
image datasets with human-judged descriptions are used. It produces a regenerative 
neural model that relies on machine translation and computer vision. The proposed 
model generates natural statements that describe the image. This model combines 
Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). The 
former is employed for feature extraction of images and the latter is employed for 
generating sentences. The training of the model is done in such a way that it produces 
captions that almost define the image when the input source image is offered to the 
model. 6000 images have been used for training purpose and is trained over 20 epochs to 
finally obtain a loss value of 2.6380. The loss has been reduced exponentially through the 
span of 20 epochs. BLEU score metric is finally calculated to measure the model’s 
performance. Unigram, bigram, trigram and 4-gram precision is calculated. 
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1   Introduction 

Humans communicate with each other through language either spoken or written. To 
explain the visual world around them, humans also use language. Another means of 
communication and comprehension for the physically disabled persons are pictures and signs. 
It is a very challenging and a difficult job to produce explanations automatically from an 
image as a correct statement [6].It can also assist and show a significant impact on a visually 
disabled person to understand the definition of images found in web. To imagine a picture, a 
good definition of the picture is required. In sentence generation, the development of mind 
image has a crucial influence. Upon getting a fast look at it, humans can also describe the 
picture. After reviewing current natural image definitions, progress will be made in achieving 
complicated human recognition objectives. The challenge of creating image caption and 
defining it is substantially more difficult than classification of images and identification of 
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objects. The image definition must include the entities of the image, the relationship among 
the entities and the behavior’s reflected [7].  

Majority of the study in understanding an image has focused on marking images with 
groups or categories that are already fixed, leading to significant advances in this area. 
Eventually, the vocabulary of closed visual concepts provides an effective and clear 
assumption model. After contrasting them with the immense amount of thinking ability that 
human beings possess, these concepts become widely restricted. However, natural language 
such as English should be used to convey semantic information above, i.e. it is important for 
visual comprehension of the language model. Several early efforts proposed combine the 
available solution to solve this challenge and produces descriptions from an image. In 
comparison, we will build a model that accepts an input image and trains itself to generate 
series of output words, each of which accurately represents the image. The relationship 
between visual meaning and explanations in natural language processing shifts to the issue of 
text summarization. Selecting or creating an abstract for the paper is the essential purpose of 
text summarization.  

In image captioning, we would like to create a caption for any image that will identify the 
different characteristics of that image. This research proposes a model for generating correct 
interpretation of images. The dataset from Flickr has been used for this study. We are using 
CNN as well as RNN in this study. For the image classification task, the model uses Pre-
trained CNN. This network serves as an encoder of the image and is fed as an input to the 
Recurrent Neural Network (RNN) as the last hidden layer. This network is a sentence-
generating decoder. Often it seems that the produced sentence loses track or predicts an 
incorrect text instead of actual information of the picture. This phrase is derived from a 
dataset-wide definition, and it is only vaguely related to the image input. 

 
2 Related Work 

Sapkal describes a method for generation of image caption that aims to include two 
variants of attention. In this case, CNN functions as encoder, extracting features from the input 
image known as convolution features. This model uses CNN with few parameters than fully 
connected networks with the same number of hidden units and hence training the model is a 
lot easier. The generated sentences produce sensible qualitative predictions because they 
perform the same task for every element of a sequence, with the output being dependent on the 
previous computations. A realistic difficulty lies in having a large dataset of picture captions 
accessible on the web, however the captions are inconsistent and the origins of the photos are 
unclear. The models' versatility is limited since they frequently depend on visual notions and 
text patterns.  

 An attention-based approach for detecting items in pictures was proposed by Jimmy 
et al [2]. The presented method is a RNN that works with vital areas of the source images. 
Although being trained solely with labels of class, the model is trained to find and identify a 
variety of items.  It performs better even when there is Gaussian noise. The model learns to 
localize several objects as well as identify them. Computational complexity is high in this 
method. 

 Pranay et al. [3] proposed a predictive model built on recurrent network which 
integrates latest breakthroughs in machine translation  and computer vision  to produce texts 
explaining a picture. The network has been trained to maximize the likelihood of the desired 
summary of text given the image.   The network that employs InceptionV4 and encoder 
surpasses GoogLeNet, and is fast. Descriptions are created in a highly efficient manner, which 



 
 
 
 

speeds up inference and eliminates the costs of traversing the entire beam search tree. Only 
PNG and JPEG formats of images are supported by this model.  

 A neural network architecture called RNN Encoder-Decoder consisting of two RNN 
was proposed by Kyunghyun Cho et al[4]. Among the two RNN, one of them encodes a 
sequence of symbol into a representation of fixed length vector, while the other RNN decodes 
into another sequence of symbol. To maximize the conditional likelihood of the sequence of 
target given a source sequence, the encoder and decoder of the proposed model are jointly 
trained. A meaningful representation of linguistic phrases is learned qualitatively by the 
proposed model to increase the conditional likelihood of the sequence of target given a source 
sequence.  

General pipeline architecture does not require a large data set for training and does not 
constrain the generated descriptions to a predefined set of semantic classes of scenes, objects, 
attributes, and actions. Retrieval in multimodal space allows bidirectional models. It is 
difficult to refer the objects that are not depicted. It is difficult in providing background 
knowledge that cannot be derived directly from the image. Lun Huang [5] proposed an 
attention model, namely Adaptive Attention Time (AAT).This model aligned sources and 
targets for captioning of images. AAT helps the structure to gain knowledge on how many 
steps of attention must be taken at each decoding stage to output a caption phrase. With AAT, 
a region in the image can be linked to arbitrary number of image descriptions, whereas an 
arbitrary number of image regions can also be protected by a caption word. AAT prevents 
adding noise over the gradients of the parameters. AAT is also general and can be used for any 
learning task that is sequence-to-sequence. We empirically demonstrate on the image 
captioning task that AAT improves over state-of-the-art methods. NLP and video captioning 
which includes computer translation and text description are not allowed. 

 
3 Approach 

 
In this paper, the deep learning concepts CNN and RNN are used for generating captions 

of an image. Both CNN and LSTM have been combined for extracting features from an image 
and caption generation of the input image.  

 
A. Convolutional Neural Network (CNN) 

CNN, or Convolutional Neural Networks, is a kind of neural network that uses 
convolutional layers to analyze spatial information. A convolution layer contains a variety of 
kernels that learns to draw out various feature types from the input image. The kernel is a two-
dimensional filter that is slid across the input to perform convolution. CNN’s are efficient for 
caption generation tasks as the convolution layers can extract features horizontally from left to 
right and vertically from top to bottom. For classification tasks, the features seem to be 
important because it is difficult to find clues about class memberships, especially when they 
occur in different orders in input.  

CNN is like a 2D matrix, which analyzes the information. The representation of the 
images is done as a 2D matrix and CNN is very helpful in dealing with images. The images 
are analyzed, transformed, resized, and given perspective modifications. A CNN blends the 
learnt features with data given as input and utilizes convolutional 2D layers. Multiple kernels 
that traverse the image are used to calculate a dot product. From the image, every filter 
extracts multiple features. With learnt features from the input, convolution maintains a link 
connecting pixels. The layer which carries out maximum pooling aids to minimize the size of 
transformed characteristics and also aids to minimize over-fitting by giving an abstract 



 
 
 
 

representation. Max-pooling operation extracts the most important feature such as object, 
colour for each convolution and helps reduce noise by discarding noisy activations. ReLU 
function is a widely used linear function. The function returns zero if negative and returns 
positive if it gives the image. 

In layer where it is completely connected, the nodes of the input are associated to each 
node of the next layer. At the end of CNN, one or more completely linked layers are used. By 
addition of this layer it allows learning of combinations of non-linearity of the convolutional 
layers' higher level characteristics. The characteristics derived are transformed to a vector. 
Usually, the activation feature and dropout layer are used to minimize over-fitting between 
two layers and non-linearity. Dropout is used to minimize over-fitting in neural networks and 
it randomly makes few of the connections as zero. The image's features are extracted using 
CNN, and the knowledge from CNN is used by LSTM to help build an image representation. 
B. LSTM 

LSTM is artificial recurrent neural network architecture in the field of deep learning. 
RNN consists of neuron-like nodes which are connected to each other. Unlike traditional feed 
forward networks, LSTM incorporates feedback links. It can handle not only single 
information like pictures; it can also handle complete sequence of data such as video. 
Throughout the processing of inputs, LSTM may introduce relevant information and discard 
non-relevant information with a forgotten gate. The hidden unit of an RNN is its most 
significant characteristic.  

LSTM networks, a type of RNN have the ability to remember information for a longer 
duration. The LSTM has the power, carefully controlled by structures called gates, which can 
delete information or add information to the cell. Gates are an optional way of allowing data to 
move through. They consist of a sigmoid layer and a point wise multiplicative process. The 
sigmoid layer produces values ranging from 0 to 1, indicating how much of every product 
should be allowed to pass. A zero value allows nothing to pass through, while one allows all 
of it to pass through. For monitoring and protecting the cell state, an LSTM has three of these 
gates. RNNs work very well with sequential data. By combining CNN and LSTM, a model 
that can understand pictures and using that knowledge to assist constructing a representation 
of these pictures can be developed. The LSTM architecture is depicted in Fig 1. 

 



 
 
 

 
 

Fig. 1.  LSTM Architecture 

4 Result 

A. Datasets 
The dataset is Flikr8k_dataset and it consists of 8091 images. In the training data, there 

are a total of 6000 pictures. For training purposes, there are 6000 descriptions. The total 
vocabulary size of the unique words is 6889. The length of descriptions from the dictionary 
created using the tokenizer is 32..  

 
B. Results 

For a total of 20 epochs, the model was trained. Over the course of 20 epochs, the accuracy 
of the trained CNN-LSTM model improves. The graph as shown in Figure 2 represents the 
loss of CNN-LSTM model along y axis and number of epochs along x axis over the twenty 
epochs of training. The loss keeps decreasing over time. It decreases exponentially from 
4.5348 to 2.6380 until the entire span of 20 epochs. This signifies that the images are more 
accurately classified and the captions generated are more accurate and precise as the number 
of epochs increase. For estimating the error of the model, the network is trained to use an 
optimization method which involves a function loss. Maximum likelihood is achieved by 
optimizing a likelihood function produced from the training phase to discover the optimal 
values for the model parameters. 
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Fig. 2.  Loss of CNN-LSTM model 
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Fig. 3.  Generated Captions 
 
Bilingual Evaluation Understudy or BLEU is a quality metric for evaluating a generated 

translation of text to a reference/human translation. The score is for comparing sentences and 
is based on an average of unigram, bigram, trigram, and 4-gram precision. A strong 
correlation gets a score of 1.0 and perfect mismatch results in score 0.0. Figure 3 depicts some 
of the results obtained. BLEU-1 represents the unigram precision where each of the words in 
the caption generated is compared with the words in the original text dataset. BLEU-2 
represents the bigram precision where neighboring pair of words are compared with the 
original text dataset. 0.5 weight is applied to both the unigram and bigram index which means 
that both are considered equally with equal importance. BLEU-3 represents the trigram 
precision where a set of three words are compared with the original text dataset. 0.3 weight is 
applied to unigram, bigram and trigram index which suggests that one-third of the results from 
each is considered and a cumulative is taken into account. BLEU-4 represents the 4-gram 
precision where a set of 4 words appearing next to each other are compared with the original 
text dataset. 0.25 weight is applied to all unigram, bigram, trigram and 4-gram indices which 



 
 
 
 

means that a cumulative score in obtained. The scores that are obtained in BLEU-1=0.589, 
BLEU-2=0.335, BLEU-3=0.263 and BLEU-4=0.148. 

5 Conclusion 

 Photo caption generator recognizes the image context and describes it in 
English language. It comprises of steps like data cleaning, extracting features, tokenizing the 
vocabulary, defining, training, validating and testing the model. In this paper the generation of 
caption for the image using CNN with LSTM is depicted. The advantage of training using 
CNN with LSTM are the ability to handle sequences of arbitrary length, and more 
importantly, the end-to-end maximization of the joint probability of the source and target 
sentence, have produced output in machine translation. The efficiency of the model is 
calculated using BLUE Score. This system is data-driven, therefore it can't anticipate phrases 
which are not in its vocabulary. The following tasks can be performed in the future. Text-to-
speech technology, which automatically reads aloud to visually challenged people. Translating 
images directly into sentences, rather than creating image captions. Static images can only 
provide information about one particular instant in time to blind people, thus creating video 
captions may theoretically provide continuous real-time information to blind people. Using 
CNN and LSTM the developed system contains characteristics that predict an image's caption.  
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