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Abstract. The COVID-19 pandemic has caused unprecedented upshot reporting around 

234 million people affected worldwide. This alarming effect has led to the shortage of 

testing kits in many countries consequently having an impact on mortality. To combat 

this issue, other means for detecting the infected patients have to be put in place rather 

than relying on polymerase chain reaction (PCR). Radiographs are the easiest way to 

diagnose a patient with COVID-19 or not.  This research work aims in developing a 

Computer-aided diagnostic system to assist radiologists in the detection of the COVID-

19 virus. The proposed work builds a deep learning model with Convolutional Neural 

Network as its baseline architecture. Due to limitations in the number of the dataset, this 

work uses transfer learning techniques to exploit the benefit of pre-trained models and 

generalize it for COVID-19 detection. Experimentation is done using 4 different models 

like VGG 19, MobileNet, DenseNet and InceptionResNetV2. The performance of these 

pre-trained models is evaluated by changing the optimizers and initializers. The covid19-

radiography-database dataset used for experimentation consists of 3568, 1345 and 1164 

COVID-19, pneumonia and standard chest X-ray images respectively. It is observed 

from the experiments that the MobileNet architecture reports the highest accuracy of 

99.67% using RandomUniform initializer and Adam optimizer. 

Keywords: Corona Virus Detection, Transfer Learning Techniques, MobileNet, 

InceptionResNetV2, COVID 19 Detection in chest X-Rays, VGG19, DenseNet, CNN. 

1   Introduction 

The WHO’s global report provides a statistics of 234 million people affected and around 

death of 4.8 million people all around the world. Many people infected with this COVID-19 

virus are asymptotic and are highly contagious. This pandemic has a devastating impact on 

mortality and economy though the government is taking candid steps in controlling the spread 

of this deadly virus. The polymerase chain reaction is used to check for the presence of the 

corona virus.The scarcity of testing-kits in many countries and the laborious process in 

analyzing the results, insufficient laboratory facilities has created a risk of contaminating the 

healthy individuals. Moreover timely diagnosis will save the life of many individuals. The 

alternate ways to diagnosis the corona virus infection is through radiography images like chest 

X-rays or CT scan images [10]. Considerable time is required for the radiologists to identify 

the abnormalities in radiography images to detect the existence of corona virus infection. 
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COVID-19 identification by radiologists requires a computer-aided diagnostic system. Deep 

learning models [8] are widely used in image processing to develop classification models. 

Deep learning models are used to learn the intrinsic feature of the images and requires little 

pre-processing. Deep learning minimizes the amount of human work required for feature 

engineering, allowing non-experts to employ deep learning models in their research. These 

models shows better performance for larger datasets. The dataset for COVID-19 is lesser 

which is not suitable for a deep learning model. In order to combat this issue, transfer learning 

is applied. This transfer learning model is a pre-trained model using some dataset and with the 

learnt features it is applied to a new dataset. The major benefits of this transfer learning is 

reduced training time, lesser data and improved performance [9]. 

The main contributions of this paper are: 

• Transfer learning is applied for COVID-19 detection using VGG 19 [11], MobileNet 

[12], DenseNet[13] and InceptionResNetV2 [14] models; the research work also identify the 

model which performs better in diagnosing patient infected with corona virus 

• Contrast-Enhancement is performed using CLAHE to aid in better diagnosis 

• Ablation research is used to understand the architecture's influence. 

• Convolution Neural Network is used as the baseline architecture for classification as 

COVID infected or Non-COVID individuals. 

In the following order: Section 2 reviews the literature on COVID-19 diagnosis. Section 3 

provides an overview of the corona virus detection architecture. Section 4 presents the 

experimental and analytical results. Section 5 outlines the research's findings and future scope. 

2 Literature Review 

The COVID-19 detection and classification has been of recent interests to many 

researchers in recent times and several works are proposed in the literature. Md Mamunur et.al 

[1] has presented a comparison of all pre-trained models like DenseNet, VGGNet, MobileNet 

and XceptionNet. Resizing and image augmentation is performed to improve the performance 

of the system. It is reported that the performance of VGGNet is better compared to other 

architectures. Osman AH, Aljahdali HM, Altarrazi SM, Ahmed A [2] uses clustering approach 

followed by classification the chest images as covid infected, pneumonia or non-covid. The 

images are labelled based on the similarities using self-organizing maps and post clustering 

the images are classified into one of the three classes using Locality Weighted Learning. The 

dataset used for analysis is collected from kaggle. Michael J. Horry et. al. [3] has used VGG 

19 for transfer learning. Their experiment has been conducted on various imaging modalities 

like CT, X-ray and ultra sound images. The images are collected from various data sources 

and pre-processing techniques like resizing to match the architecture input image dimension 

and N-CLAHE is used for contrast enhancement. It is concluded that many deeper 

architectures doesn’t perform well with limited dataset. The challenges in accessing publicly 

available dataset is also presented. Bhattarcharya et. al [4] has stated the challenges 

encountered in detecting covid 19 among the patients, and the role of deep learning and image 

processing techniques in detection. A summary of recent works in this task is listed, their data 

sources, imaging modalities, methodology, metrics and research challenges is presented. Aras 

M. Ismael and Abdulkadir S [5] has proposed a CNN architecture for covid-19 detection. 

Transfer learning approach is used as a feature extractor and further SVM is used for 

classification. The experiments were carried out by changing the kernel functions and the 



 

 

 

 

performance of the model studied. It is concluded that features extracted using ResNet 50 and 

a linear kernel SVM achieved the highest accuracy compared to other approaches. Ali Narin 

et. al. [6] has proposed a system for classifying the given x-ray images into one of the four 

classes as covid, non-covid, viral pneumonia, and bacterial pneumonia. Their architecture, as 

other systems use transfer learning approach and reports that ResNet50 found to be better in 

prediction compared to other models. The system is tested using a five-fold cross validation 

method.Tawsifur Rahman et. al. [7] has implemented various image enhancement techniques 

to measure the impact of it on classification of covid-19 images. Incorporating image 

improvement techniques such as histogram equalisation, contrast limited adaptive histogram 

equalisation, image complement, gamma correction, and balancing contrast equalisation.These 

images are given as input to the modified U-Net architecture. The authors have segmented the 

lung CT images and provided as input to the pre-trained networks. It is found that the 

segmented images aids in better system for covid-19 detection. Mustafa Ghaderzadeh and 

Farkhondeh Asadi [8] has presented a research review article on detecting covid 19 using deep 

learning approaches for various modalities. The authors has presented the various transfer 

learning approaches and its architectures. 

2 Proposed Architecture 

Figure 1 depicts the proposed system's general architecture.The lung images are provided 

as input for the architecture. Both COVID-19 infected and non-infected lung images are used 

in the system and each of these images are of varying sizes. The input images are subjected to 

pre-processing like resizing and contrast enhancement. The non-COVID infected images is of 

size 1024x1024 and they are resized to 256x256. Both the COVID and Non-COVID images 

are brought to the same dimension. CLAHE is employed for contrast enhancement to better 

discriminate the background and foreground images. These preprocessed images are given to a 

customized Convolutional Neural Network (CNN) for classifying the image as COVID 

infected or non-COVID infected. For smaller dataset deep learning model may not perform 

better and also a time-consuming task. In order to reduce the training time, transfer learning 

approach is used wherein the model is trained using ImageNet dataset and the features of the 

network is learnt and the knowledge gained is applied to the customized CNN model. The 

proposed work uses three different architectures namely VGG 19, MobileNet and DenseNet 

architecture for transfer learning. These models are tested by varying the optimizers and 

initializers and the performance of the system is compared.  

3.1 CLAHE 

As a result, CLAHE is an adaptation of Adaptive Histogram Equalization that uses 

contrast to limit the amount of amplification. You can increase contrast between similar-

looking sections by adjusting the transformation function's slope.The amplification is 

controlled by using the clip-off strategy that depends on the neighboring regions histogram 

normalization and redistribution will move a fewer values above the chosen clip limit thereby 

ending up in effective contrast enhancement. 



 

 

 

 

 
Figure 1: Architecture of the Proposed Model 

3.2 Architecture of Transfer Learning model 

Transfer learning is a method where a model is developed with a large dataset and the 

weights obtained for the model is applied to a new dataset. Deep learning model works better 

for larger dataset. If the dataset is limited transfer learning is preferred rather than training the 

model from scratch. In this work, VGG19, MobileNet and DenseNet are used for transfer 

learning and the architecture of the same is shown in Figure 2. 

  

VGG 19[11] MobileNet[12] 



 

 

 

 

 

Figure 2: Architecture of Transfer Learning Approaches 

3 Experiment Analysis 

The proposed work aims in detecting whether a person is infected with covid19, 

pneumonia or is the individual normal. The experiments are carried using chest radiography-

database consisting of 3568, 1345 and 1164 COVID-19, pneumonia and normal chest X-ray 

images respectively. The images are of dimension 256 x 256. The dataset is divided into 

training, validation and test dataset of 60:20:20 ratio. The proposed work uses transfer 

learning approach to identify whether a person is infected with covid-19, pneumonia or 

normal individual. The architectures used for transfer learning are VGG 19, MobileNet, 

DenseNet and InceptionResNetV2. These architectures accept images of dimension 224x224 

and hence the images are resized according to this dimension to adhere to the model input 

dimension. Certain images required contrast enhancement which will have an improvement in 

the performance of the system and the same is achieved using CLAHE. Figure 3 shows the 

actual image and contrast enhanced chest X-ray images. 
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(a) (b) 

Figure 2: (a) Normal Chest X-ray (b) Contrast Enhanced Chest X-ray image 

The transfer learning approach is implemented and the system is analyzed by varying the 

optimizers and initializers. The accuracy obtained for the architectures by changing optimizer 

and initializer are tabulated in Table 1. 

 

Table 1. Accuracy for various combinations of Optimizers and Initializers 

 

                          

OPTIMIZER / 

INITIALIZER 

VGG19 MobileNet 

 

RMSprop 

 

SGD 

 

Adam 

 

RMSprop 

 

SGD 

 

Adam 

HeUniform 98.67 95.50 97.67 98.67 97.83 98.50 

HeNormal 97.67 96.83 97.83 97.33 97.67 98.50 

RandomUniform 99.17 96.17 95.33 97.33 98.50 99.67 

RandomNormal 98.83 94.67 97.83 99.00 98.67 97.83 

TruncatedNormal 97.67 96.83 98.83 97.50 97.83 98.33 

                          

OPTIMIZER / 

INITIALIZER 

DenseNet InceptionResNetV2 

 

RMSprop 

 

SGD 

 

Adam 

 

RMSprop 

 

SGD 

 

Adam 

HeUniform 98.17 97.83 96.83 88.17 82.67 86.16 

HeNormal 98.33 97.33 97.67 87.13 87.33 87.13 

RandomUniform 99.00 97.50 97.00 86.00 87.50 86.19 

RandomNormal 97.33 96.33 98.33 83.33 86.33 88.37 

TruncatedNormal 98.50 97.33 96.67 83.50 87.33 85.67 

 

The precision, recall and the loss for various transfer learning approaches are presented in 

Figure 3. It has been observed that the MobileNet performs better compared to other transfer 

learning approaches when RandomUniform initializer and Adam optimizer. The loss function 

used is categorical cross entropy. 
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Figure 3: Precision, Recall and Loss for the transfer learning 
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Figure 3: Precision, Recall and Loss for the transfer learning approaches 

 

 

 

 



 

 

 

 

4 Conclusion 

 

The proposed system detects the given chest x-ray images as covid, non-covid or normal 

images. The experimental analysis is done using the chest x-ray radiography images from 

kaggle. The images used for training, validation and test are in the ratio of 60:20:20. The 

proposed system resizes the image into 224x224 dimension and Contrast Limited Adaptive 

Histogram Equalization is used for contrast enhancement. The pre-processed images are given 

to the system for classifying the images to one of the classes. Four transfer learning 

approaches VGG19, MobileNetV2, DenseNet201 and InceptionResNetV2 are analysed and is 

found that MobileNetV2 performs better with RandomUniform initializer and Adam 

optimizer. Semantic segmentation can be performed to improve the performance of the 

system. 
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