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Abstract. IT outsourcing is the model of utilizing resources outside of an organization to 
manage some information technology activities. Organizations often outsource their 
activities because it is cheaper than to buy and manage their resources and infrastructure. 
Choose the vendor is the overhead process. Consider the multi-attribute of IT 

outsourcing choice. This article discusses eleven success factors in IT outsourcing that 
must be focused and suggests the use of the Pair wise comparison approach. The 
Analytical Hierarchy Process (AHP) is a mathematical problem-solving tool that has 
gained widespread adoption across many industries. After studying the structure of a 
problem, the AHP method was utilized. This study explains how this structure works. B 
is a method for managing and comprehending crucial decisions that is well structured. 

Keywords: Please list your keywords in this section. 

1   Introduction 

Many firms are focusing on information technology outsourcing as a result of the current 

massive competitive and worldwide transaction infrastructure, as well as the advancement in 

information technologies. Information technology outsourcing has become so widespread as a 

result of its commercial benefits and hazards that managers can no longer avoid it. An 
organization's outsourcing activities play a critical part in the organization's overall operation. 

Any organization's product quality and pricing are determined by the excellence of its 

vendors. The ramifications of wrong selection become more serious. Examining, managing, 

and selecting providers is critical for businesses. The goal of the process is to identify vendors 

who are best suited to meet the organization's demands. Vendor selection decisions are 

challenging due to the evaluation of many aspects. The AHP technique gives a quantitative 

measuring of these methods and factors for comparison.  

In order to solve the dilemma of selecting vendors, we suggest the AHP technique for 

selecting IT outsourcing suppliers. To assess the outsourcing problem, set the criteria weights, 

and finalize, we will apply the AHP approach. The aim is to enhance a mathematical decision 

model, which is assist managers in selecting the best. The study's following sections are stated 

as follows: the next section will provide background on vendor selection. The proposed 
outsourcing vendor selection approach is explained in Section 3. In section 4, you'll see an 
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example of a case study from real life. Finally, in Section 5, concluding observations will be 
made. 

2 Literature Review 

When businesses outsource a substantial portion’s operations, they must go through a 
vendor selection process. When there are many objectives that conflict, MCDM is utilized to 

address the problem.  IT outsourcing is becoming a more crucial strategy for businesses 

nowadays. Because of the cost savings, increased profitability and services, and the benefit of 

global corporate competitiveness, IT outsourcing is becoming more popular (Karami & Guo, 

2012). Onshore (inside the same nation), nearshore (within a common border), and offshore 

outsourcing are the three types of outsourcing (countries sea border). Each company has its 

own set of requirements for employing IT outsourcing, which varies depending on the needs 

of the company. Thakur and Anbanandam (2015), for example, argue in e-banking systems is 

utilized to improve the system's understanding of consumer satisfaction. Companies have 

implemented outsourcing tactics to enhance the standard at a reduced cost despite working 

with insufficiently skilled human resources as a result of advancements in information and 
communication technologies (Faisal & Raza, 2016). Hence, the research was done to discover 

criteria that could help companies make better outsourcing decisions when selecting 

competent vendors. Since the 1960s, academics have been examining supplier selection, with 

early research focused mostly on financial implications and single-criterion assessments. 

Price, quality, delivery time, and financial and performance measures are among the criteria 

devised by many academics for selecting suppliers. Multi-Criteria. Both physical and 

intangible (Digalwar et al. (2014) criteria are used to select suppliers in IT outsourcing 

MCDM. Quality, cost/price, and delivery/reliability are essential variables in the IT 

outsourcing choices of the banking system, according to Thakur and Anbanandam (2015). 

 Successful IT outsourcing was aided by selection criteria. Many of the criteria for 

selecting an IT outsourcing provider are based on expert experience and the demands of the 

firm, according to history (Qiang & Li, 2015). Some studies, on the other hand, provided 
criteria for successful IT outsourcing projects. Consider Kronawitter, Wentzel, and Papadaki's 

(2013) study, which provided a set of criteria for successful IT outsourcing. IT outsourcing 

management, according to Hanlie Smuts et al. (2010), should be concerned with twelve 

factors that ensure IT outsourcing success. Alexandrova (2012) conducted a study that 

identified significant factors that influence the success of an IT outsourcing relationship. Next, 

Ismail and Razali (2014) proposed on shoring and offshore for software testing outsourcing, 

based on knowledge, language and culture, political stability, staff turnover, reputation, and 

appropriate resources. Ullah Khan et al. (2010) cited cost cutting, enough infrastructure, 

competent project management, product quality, and maintenance as criteria for offshore 

software development. 

3 The AHP Method  

  AHP gives a method for calculating the scores and weights for the many criteria utilized 

in decision-making [8]. It presents a methodology for selecting outsourcing vendors based on 

data gathered throughout the outsourcing selection process by AHP. The AHP [10–11] is a 



 

 

 

 

technique developed by Saaty for systematically considering facts or information relevant to a 
decision. The AHP is typically used to assist in the resolution of choice issues that involve 

ambiguity and a large number of criteria. It is based on three principles: first, establish a 

hierarchy; second, establish priorities; and third, maintain logical coherence. 

 

 Step 1:  

A complicated problem is broken into sub-problems, with the goal of quantifying 

contributions to an overarching purpose or emphasis. Dickson underlined that the three most 

significant variables in vender evaluation were cost, quality, and delivery performance [12]. 

According to Weber et al., quality is the most significant consideration for selecting a vendor, 

which is followed by delivery performance and cost [13]. As the significance of vendor 

selection and global competitiveness has grown, the approach to old criteria has been revised 
to meet additional requirements due to the position of vendors in the distribution chain. Many 

other elements must be considered in modern management in order to create a long-term 

supplier relationship [15]. As a result, the eleven criteria - Cost / Financial Management (ɳ1), 

Professional Human Resource / Staff Management (ɳ2), Quality and Service Performance 

(ɳ3), Relationship and Communication Management (ɳ4), Knowledge (ɳ5), Flexibility (ɳ6), 

Technology / Physical Infrastructure (ɳ7), Executive Management Level Support (ɳ8), Multi-

Culture and Language (ɳ9), Reputation (ɳ10), and Risk Management (ɳ11) - were chosen. 

 Step 2:  

 The "priority" assigned to each element in the hierarchy is established by comparing 

pair wise the contributions of each element at a lower level in terms of the criteria for which, 

there is a causal link [15]. AHP uses a nine-level conventional comparison scale for multiple 

matches comparison. (see Table I [10] ). 
Table - I. Scale of Relative Importance 

Intensity of importance Definition 
Intensity  

of importance 
Definition 

1 Equally Significance 2 Weak 

3 Moderately Significance 4 Moderate + 

5 Strongly Significance 6 Strong + 

7 
Very strongly or demonstratively 

Significance 
8 Strong ++ 

9 Extremely importance   

 

The collection of criteria is defined as ɳ = {ɳj |j= 1, 2. . . n}. As shown in table I, the 

result of the pair wise comparison on n criteria can be summed in a (n x n) evaluation matrix 
A, where each member aij is the quotient of the criteria's weights. The relative importance is 

determined by the right eigenvector (w), which corresponds to the greatest eigenvector (λmax) 

as, 

AW = λmax*W                        (1) 

The matrix A has rank 1 and max = n if it is absolutely consistent. The weights can be 

established by normalizing any of A's columns or rows. Each of the hierarchy's subsystems is 

treated with the technique described above. The degree to which the alternatives contribute to 

the emphasis is shown by their overall, relative priorities. These priorities are a synthesis of 

local priorities, as well as the result of an test process that allowed the opinions of the 

numerous stakeholders to be integrated [16]. 

 Step 3: Consistency Check 
It is mandatory. The consistency index (CI) is  



 

 

 

 

                   CI = (λmax - n) / (n - 1)                   (2) 
 The consistency ratio (CR), which can be applied to determine whether or not the 

assessments are adequately consistent, is determined as the ratio of the CI and the random 

consistency index (RI), as shown in table II, as CR = CI/RI. The approved upper limit for CR 

is the value 0.1. If the final consistency ratio is higher than the specified value, the evaluation 

method must be repeated in order to increase consistency. The consistency measurement 

would be used to analyze decision makers' consistency and the hierarchies' overall 

consistency. 

Table  II.    Consistency Index 

Matrix rank 1 2 3 4 5 6 7 8 9 10 11 

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 

4  A CASE STUDY 

4.1  Background of the Business    

 Praistma Technology is a company that offers business consultancy and technology 

management services. A routine information management system is being outsourced by the 

organisation. The most difficult aspect of the outsourcing programme is choosing the correct 

provider. The firm has three vendors to pick from (vendor A, vendor B, vendor C, vendor D, 
and vendor E). We employ the AHP technique to assist the firm in selecting the ideal provider. 

4.2. Problem Hierarchy 

This study we decide to use the eleven criteria based on the firm's specific situation: Cost 

/ Financial Management (ɳ1), Professional Human Resource / Staff Management (ɳ2), Quality 

and Service Performance (ɳ3), Relationship and Communication Management (ɳ4), 

Knowledge (ɳ5), Flexibility (ɳ6), Technology / Physical Infrastructure (ɳ7), Executive 

Management Level Support (ɳ8), Multi-Culture and Language (ɳ9), Reputation (ɳ10) and 

Risk Management and Assessment (ɳ11), The hierarchy diagram (Figure1) is composed for 

the above criteria, which are discussed in section 3. 

 
Figure 1. Problem Hierarchy 

 



 

 

 

 

4.3 Criteria Weights 
  Experts began comparing the factors using the computational method 

provided in AHP. Criteria Professional Human Resource / Staff Management (ɳ2), for 

example, have a lower priority than Cost / Financial Management (ɳ1). So, according to Table 

- I, the importance value 3 on the satty scale was plotted in the concern cell. All of the values 

in the matrix are dependent on how all of the criteria are compared to one another. Following 

that, they were given the square matrix displayed in Table III. 

Table - III. Pair wise Comparison Matrix – A 

A ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 

ɳ1 1 3 1/7 1/3 1/4 1/3 1/7 1/4 1/3 6 7 

ɳ2 1/3 1 1/8 1/6 1/5 1/3 1/3 1/4 1/6 1/5 1/6 

ɳ3 7 8 1 7 6 7 5 7 7 7 7 

ɳ4 3 6 1/7 1 3 2 1/3 2 2 2 1/5 

ɳ5 1/5 5 1/6 1/3 1 4 1/2 5 5 3 1/4 

ɳ6 3 3 1/7 1/2 1/4 1 1/3 2 6 4 1/6 

ɳ7 7 3 1/5 3 2 3 1 5 5 3 1/4 

ɳ8 4 4 1/7 1/2 1/5 1/2 1/5 1 3 4 1/6 

ɳ9 3 6 1/7 1/2 1/5 1/6 1/5 1/3 1 1/6 1/7 

ɳ10 1/6 5 1/7 1/2 1/3 1/4 1/3 1/4 6 1 1/5 

ɳ11 1/7 6 1/7 5 4 6 4 6 7 5 1 

 

Table – III (A) Sum Each Column of Reciprocal Values of Matrix - A 

A ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 

ɳ1 1.000 3.000 0.143 0.333 0.250 0.333 0.143 0.250 0.333 6.000 7.000 

ɳ2 0.333 1.000 0.125 0.167 0.200 0.333 0.333 0.250 0.167 0.200 0.167 

ɳ3 7.000 8.000 1.000 7.000 6.000 7.000 5.000 7.000 7.000 7.000 7.000 

ɳ4 3.000 6.000 0.143 1.000 3.000 2.000 0.333 2.000 2.000 2.000 0.200 

ɳ5 0.200 5.000 0.167 0.333 1.000 4.000 0.500 5.000 5.000 3.000 0.250 

ɳ6 3.000 3.000 0.143 0.500 0.250 1.000 0.333 2.000 6.000 4.000 0.167 

ɳ7 7.000 3.000 0.200 3.000 2.000 3.000 1.000 5.000 5.000 3.000 0.250 

ɳ8 4.000 4.000 0.143 0.500 0.200 0.500 0.200 1.000 3.000 4.000 0.167 

ɳ9 3.000 6.000 0.143 0.500 0.200 0.167 0.200 0.333 1.000 0.167 0.143 

ɳ10 0.167 5.000 0.143 0.500 0.333 0.250 0.333 0.250 6.000 1.000 0.200 

ɳ11 0.143 6.000 0.143 5.000 4.000 6.000 4.000 6.000 7.000 5.000 1.000 

SUM 28.843 50.000 2.492 18.833 17.433 24.583 12.376 29.083 42.500 35.367 16.543 

 

Table – III (B) Normalized Relative Weight Of Matrix – A 

A ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 

ɳ1 0.035 0.060 0.057 0.018 0.014 0.014 0.012 0.009 0.008 0.170 0.423 

ɳ2 0.012 0.020 0.050 0.009 0.011 0.014 0.027 0.009 0.004 0.006 0.010 

ɳ3 0.243 0.160 0.401 0.372 0.344 0.285 0.404 0.241 0.165 0.198 0.423 



 

 

 

 

ɳ4 0.104 0.120 0.057 0.053 0.172 0.081 0.027 0.069 0.047 0.057 0.012 

ɳ5 0.007 0.100 0.067 0.018 0.057 0.163 0.040 0.172 0.118 0.085 0.015 

ɳ6 0.104 0.060 0.057 0.027 0.014 0.041 0.027 0.069 0.141 0.113 0.010 

ɳ7 0.243 0.060 0.080 0.159 0.115 0.122 0.081 0.172 0.118 0.085 0.015 

ɳ8 0.139 0.080 0.057 0.027 0.011 0.020 0.016 0.034 0.071 0.113 0.010 

ɳ9 0.104 0.120 0.057 0.027 0.011 0.007 0.016 0.011 0.024 0.005 0.009 

ɳ10 0.006 0.100 0.057 0.027 0.019 0.010 0.027 0.009 0.141 0.028 0.012 

ɳ11 0.005 0.120 0.057 0.265 0.229 0.244 0.323 0.206 0.165 0.141 0.060 

SUM 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

 

Table – III (C) Normalized Priority / Weight Value of Matrix - A 

 

A ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 Priority /  

Weight 

ɳ1 0.035 0.060 0.057 0.018 0.014 0.014 0.012 0.009 0.008 0.170 0.423 0.074 

ɳ2 0.012 0.020 0.050 0.009 0.011 0.014 0.027 0.009 0.004 0.006 0.010 0.016 

ɳ3 0.243 0.160 0.401 0.372 0.344 0.285 0.404 0.241 0.165 0.198 0.423 0.294 

ɳ4 0.104 0.120 0.057 0.053 0.172 0.081 0.027 0.069 0.047 0.057 0.012 0.073 

ɳ5 0.007 0.100 0.067 0.018 0.057 0.163 0.040 0.172 0.118 0.085 0.015 0.077 

ɳ6 0.104 0.060 0.057 0.027 0.014 0.041 0.027 0.069 0.141 0.113 0.010 0.060 

ɳ7 0.243 0.060 0.080 0.159 0.115 0.122 0.081 0.172 0.118 0.085 0.015 0.114 

ɳ8 0.139 0.080 0.057 0.027 0.011 0.020 0.016 0.034 0.071 0.113 0.010 0.053 

ɳ9 0.104 0.120 0.057 0.027 0.011 0.007 0.016 0.011 0.024 0.005 0.009 0.036 

ɳ10 0.006 0.100 0.057 0.027 0.019 0.010 0.027 0.009 0.141 0.028 0.012 0.040 

ɳ11 0.005 0.120 0.057 0.265 0.229 0.244 0.323 0.206 0.165 0.141 0.060 0.165 

SUM 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

 

Table – III (D) Priority / Weighted Sum of Matrix – A 

 

A ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 Priority/ 

Weighted 

sum 

ɳ1 0.074 0.047 0.042 0.024 0.019 0.020 0.016 0.013 0.012 0.238 1.138 0.149 

ɳ2 0.025 0.016 0.037 0.012 0.015 0.020 0.038 0.013 0.006 0.008 0.027 0.020 

ɳ3 0.521 0.124 0.294 0.509 0.459 0.422 0.568 0.368 0.249 0.277 1.138 0.448 

ɳ4 0.223 0.093 0.042 0.073 0.230 0.121 0.038 0.105 0.071 0.079 0.033 0.101 

ɳ5 0.015 0.078 0.049 0.024 0.077 0.241 0.057 0.263 0.178 0.119 0.041 0.104 

ɳ6 0.223 0.047 0.042 0.036 0.019 0.060 0.038 0.105 0.213 0.158 0.027 0.088 

ɳ7 0.521 0.047 0.059 0.218 0.153 0.181 0.114 0.263 0.178 0.119 0.041 0.172 

ɳ8 0.298 0.062 0.042 0.036 0.015 0.030 0.023 0.053 0.107 0.158 0.027 0.077 



 

 

 

 

ɳ9 0.223 0.093 0.042 0.036 0.015 0.010 0.023 0.018 0.036 0.007 0.023 0.048 

ɳ10 0.012 0.078 0.042 0.036 0.026 0.015 0.038 0.013 0.213 0.040 0.033 0.050 

ɳ11 0.011 0.093 0.042 0.364 0.306 0.362 0.454 0.316 0.249 0.198 0.163 0.232 

 

TABLE – III (E) Normalized Eigen Value Of Matrix - A 

 

A ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 λmax 

ɳ1 0.074 0.047 0.042 0.024 0.019 0.020 0.016 0.013 0.012 0.238 1.138 11.000 

ɳ2 0.025 0.016 0.037 0.012 0.015 0.020 0.038 0.013 0.006 0.008 0.027 11.000 

ɳ3 0.521 0.124 0.294 0.509 0.459 0.422 0.568 0.368 0.249 0.277 1.138 11.000 

ɳ4 0.223 0.093 0.042 0.073 0.230 0.121 0.038 0.105 0.071 0.079 0.033 11.000 

ɳ5 0.015 0.078 0.049 0.024 0.077 0.241 0.057 0.263 0.178 0.119 0.041 11.000 

ɳ6 0.223 0.047 0.042 0.036 0.019 0.060 0.038 0.105 0.213 0.158 0.027 11.000 

ɳ7 0.521 0.047 0.059 0.218 0.153 0.181 0.114 0.263 0.178 0.119 0.041 11.000 

ɳ8 0.298 0.062 0.042 0.036 0.015 0.030 0.023 0.053 0.107 0.158 0.027 11.000 

ɳ9 0.223 0.093 0.042 0.036 0.015 0.010 0.023 0.018 0.036 0.007 0.023 11.000 

ɳ10 0.012 0.078 0.042 0.036 0.026 0.015 0.038 0.013 0.213 0.040 0.033 11.000 

ɳ11 0.011 0.093 0.042 0.364 0.306 0.362 0.454 0.316 0.249 0.198 0.163 11.000 

 

After computing, 

λmax = 11.00, RI = 1.51, CR = 0.00<0.1,  

w = (0.0744, 0.0155, 0.2941, 0.0727, 0.0765, 0.0603, 0.1136, 0.0526, 0.0355, 0.0396, 

0.1625). 

Table - IV Evaluation Matrix Of All Criteria (ɳ1, ɳ2 ….ɳ11) 

 

B ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 

VA 1 3 7 6 8 7 5 6 7 9 8 

VB 10 4 6 5 7 6 6 5 8 8 8 

VC 5 3 5 4 4 6 6 8 7 7 6 

VD 8 4 3 3 4 5 5 6 7 7 8 

VE 7 3 5 4 3 5 3 4 3 5 6 

 

Table – IV (A) Evaluation Matrix Of All Criteria (ɳ1, ɳ2 ….ɳ11) 

 

B ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 

VA 5.0 1.0 0.4 0.5 0.4 0.7 0.6 0.7 0.4 0.6 0.8 

VB 0.5 0.8 0.5 0.6 0.4 0.8 0.5 0.8 0.4 0.6 0.8 

VC 1.0 1.0 0.6 0.8 0.8 0.8 0.5 0.5 0.4 0.7 1.0 

VD 0.6 0.8 1.0 1.0 0.8 1.0 0.6 0.7 0.4 0.7 0.8 

VE 0.7 1.0 0.6 0.8 1.0 1.0 1.0 1.0 1.0 1.0 1.0 



 

 

 

 

4.4. Results and Discussions 
From table V, Integrated weight can be calculated, and choose the ideal vendor by 

analyzing the findings of matrix B above. 

 

Table – V  Integrated Weight Matrix 

C ɳ1 ɳ2 ɳ3 ɳ4 ɳ5 ɳ6 ɳ7 ɳ8 ɳ9 ɳ10 ɳ11 W  

A 0.0744 0.0155 0.2941 0.0727 0.0765 0.0603 0.1136 0.0526 0.0355 0.0396 0.1625   

VA 1 3 7 6 8 7 5 6 7 9 8 0.884 1 

VB 10 4 6 5 7 6 6 5 8 8 8 0.581 5 

VC 5 3 5 4 4 6 6 8 7 7 6 0.718 4 

VD 8 4 3 3 4 5 5 6 7 7 8 0.811 3 

VE 7 3 5 4 3 5 3 4 3 5 6 0.840 2 

 

Vendor A has a weight of 0.884, Vendor B has a weight of 0.581, Vendor C has a weight 

of 0.718, Vendor D has a weight of 0.811, and Vendor E has a weight of 0.840, as shown in 

Table V. As a result, we choose Vendor A as our IT outsourcing provider. 

5 Conclusions And Future Research 

This study shows how to use a decision model and the multi-criteria method to assist in 

the selection of an IT outsourcing firm. AHP presents extensive methodologies for selecting 

potential suppliers and evaluating the relationships between factors in this paper. The AHP 

method can be used to choose IT outsourcing projects with a variety of competing 

performance objectives. Managers can use the proposed decision model to quickly choose and 

analyze elements and features. AHP takes a quantitative and rigorous approach to outsourcing, 

helping managers to make well-informed decisions and achieve excellent results. Although the 

multi-criteria analysis is an excellent tool for answering the IT outsourcing question, the AHP 

technique is clearly applicable to other outsourcing challenges such as decision-making, 
investment project selection, and so on. The AHP method of calculating weights is considered 

subjective and random. Weights will be created by combining objectivity and subjectivity in a 

way that may be significantly superior to those created just because of subjectivity. This is one 

of the upcoming research areas we will be pursuing.  
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