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Abstract. Insider trading is a pervasive stock market malpractice that has existed since 

the inception of the security market. Insider trading is notoriously difficult for regulators 

worldwide to crack down on. India has a dismal track record when it comes to 

prosecuting insider traders. In the last three decades of Sebi’s existence, there hasn’t been 

a single conviction for insider trading. In this study, we mainly inspectthe features of 

insider trading by examiningkey indicators during the time length before the release of 

insider information. In our investigation, we proposed a methodology for detection of 

insider trading in Indian stock market. To start with, the insider trading cases that 

happened in the Indian financial exchange we collected corporate filing data from NSE 

website for each company of NIFTY 50, which has different columns related to price, 

action and person or organization doing that action from 1stJanuary to a day prior to the 

publicationof financial results of December quarter offiscal year 2020-21. On doing as 

such, we have seen that enormous exchange have been done prior to publicationof 

financial results in some companies, which can be suspected as insider trading. At that 

point, themachine learning algorithms were utilized for preparing and for foreseeing 

Insider trading. Then, the algorithms were used for training and for predicting insider 

trading. Finally, their performance wasmeasured, compared and accuracy was 

calculated.Experiments revealed that the recommended method successfully achieved the 

best accuracy. This could be amazingly helpful for detecting insider trading in future, not 

only in Indian stock market, but also in other stock exchanges. The proposed approach 

and results in this examination is of incredible importance for market controllers to 

improve their oversight proficiency and precision on insider trading.. 
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1   Introduction 

The stock market is a marketplace for the buy, sale, and issue of publicly traded 

companies stock. As security markets have become larger financial market, more security 

frauds have also emerged. Among them one is insider trading, which is a practice of trading in 

a publicly held company’s share by a person having non-public, material information about 

that company. It has a detrimental effect on investor’s confidence and that impartiality in 

market hinders the imperishable development of security markets. The Securities and 

Exchange Board of India (SEBI) is India's securities and commodity market regulator, 
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reporting to the Ministry of Finance. Sebi begins by determining who is an insider, which is 

typically the listed company's top executives, the company's board of directors, the auditors, 

the financial or information management staff, the promoters, and those associated with the 

promoters. Even these officials' close relatives are considered to be internally connected and 

thus considered insiders. The second critical factor is having a firm grasp on what constitutes 

unpublished price information. This could be anything from securing a large contract to 

achieving favourable financial results. Finally, it determines who traded using that data. 

Insider trading is not illegal in India; some is legal, but it should be reported to the 

regulator, the SEBI. According to Regulation 7(2) of the SEBI (Prohibition of Insider Trading) 

Regulations, 2015, upon becoming a promoter or being appointed as key managerial personnel 

and director of a company, he or she is required to file a corporate filing of the transactions if 

the aggregate value of the securities traded, whether in a single transaction or a series of 

transactions over any calendar quarter, exceeds ten lakh rupees or such other value as may be 

specified within two trading days from the date of the transaction. This information is made 

available on the websites of the stock exchanges under corporate actions. 

We gathered data for our research from the National Stock Exchange's (NSE) corporate 

actions section. We extracted data on all NIFTY 50 companies separately from 1st January to 

a day prior to the publication of those companies' December quarter financial results for fiscal 

year 2020-21. Principal Component Analysis (PCA) was used to reduce the dimension of the 

data and extract the features due to its size. The obtained data was then used to train various 

classification algorithms such as Random Forest (RF), Naive Bayes, and Decision Tree. 

Additionally, it was fed into a Dense Neural Network, which predicted whether or not the 

transaction involved insider trading. 

2 Literature Survey 
For the detection of insider trading, research[1] employs Extreme Gradient Boosting and 

Multi-Objective Optimization. To begin, an integrated system of XGboost and NSGA-II was 

used to automatically derive insider trading cases that occurred in the Chinese stock market in 

the past, as well as their relevant indicators. The proposed approach then used the NSGA-II to 

optimise the XGboost parameters via multi-objective functions, followed by training the 

XGboost model. Then, using XGboost with configured parameters, the test samples were 

identified. Efficiency and accuracy were evaluated across multiple time windows. The 

experiment demonstrated that the best accuracy was obtained with a 90-day time window. 

Here, the accuracy varied according to the time window length. As a result, this model cannot 

be relied upon to detect insider trading. 

In the other work [2], an intelligent system was proposed with an integration of Principal 

Component Analysis and Random forest to detect insider trading in Chinese stock market. The 

proposed method began by collecting twenty-six relevant indicators for samples of insider 

trading that occurred between 2007 and 2017 and comparable samples of non-insider trading 

in the Chinese stock market. The indicator dimension was then reduced using PCA, and the 

principal components were extracted. The RF algorithm then developed an understanding of 

the relationship between insider trading samples and principal components. Finally, the PCA-

RF model was used to categorise the samples of insider trading and non-insider trading. While 

the proposed method performed well within the 60-day time window, the sensitive period 

(time window preceding the release of insider information) should be taken into account when 

predicting insider trading.In the other work [3], patterns were discovered from large scale 

exploratory analysis of insider filings and related data, based on the complete Form 4 fillings 

from the U.S. Securities and Exchange Commission (SEC). Here, temporal and network-

centric aspects of the trading behaviours of insiders were explored and made different 



 

 

 

 

discoveries. 12 million transactions by 370 thousand insiders spanning 1986 to 2012 were 

analysed and studied how the trading behaviours of insiders differ based on their roles in their 

companies, the transaction types, the company sectors, and their relationships with other 

insiders.An unwarranted assumption like Form 4 filings can extract the hidden relationships 

between insiders was made. Second, the author claims that the insiders from same family ends 

to trade similarly. Due to reliance on many unwarranted assumptions, the insider network is 

flawed and lacks accuracy. 

In the other work [4], a method was proposed to predict and detect illegal insider trading 

proactively (before releasing of official news) by analysing different sources of structured and 

unstructured data. A list of companies was identified by tree-based visualization and also by 

past data of SECas prominent illegal insider trading cases. From those targeted companies, a 

pattern of illegal insider trading was discovered. Later, LSTM RNN was used to forecast the 

stock transaction volume. Then their proposed algorithm ANOMALOUS was used to see 

whether it matches with the discovered anomalous patterns or not, to identify insider trading. 

This work figure on the concept history repeats, which may not be true every times. 

3 Theoretical Analysis 

3.1 Principal Component Analysis 

PCA is a dimensionality-reduction technique for reducing the dimensionality of large 

datasets by converting a large collection of variables into a smaller one that retains the 

majority of the information in the large set. 

While accuracy suffers when the number of variables in a dataset is reduced, the secret to 

dimensionality reduction is to trade off some accuracy for simplicity. Smaller datasets are 

easier to examine and visualise, and machine learning algorithms can analyse data much faster 

without having to account for irrelevant factors. 

The mathematical modelling of principal component analysis may be broken down into 

six steps: 

 Take the whole dataset with d+1 dimensions and remove the labels, resulting in a d-

dimensional dataset. 

 Calculate the mean of each dimension over the whole dataset. 

 Calculate covariance matrix for the entire dataset. 

So, using this method below, we can find the covariance of two variables X and Y. 

    (1) 

 Calculate the Eigenvectors and Eigenvalues. 

From the covariance matrix we have above, we can simply compute eigenvalues and 

eigenvectors. 

If A is a square matrix, v is a vector, and λ a scalar satisfies Aν = λν, then λ is an 

eigenvalue associated with eigenvector ν of A. 

The roots of the characteristic equation below are the eigenvalues of A. 

det(A−λI)=0       (2) 

 To construct a d × k dimensional matrix W, sort the eigenvectors by decreasing 

eigenvalues and pick k eigenvectors with the biggest eigenvalues. 

 Transfer the samples into new subspace. 



 

 

 

 

Using the equation, y = W′ × xwhere W′ is the transpose of the matrix W, we can convert 

our samples into a new subspace. 

Finally, two principal components have been computed and projected onto the new 

subspace. 

  3.2Decision Tree 

A Decision Tree is a type of machine learning model that can be used to solve problems 

involving classification and regression. In this tree-structured classifier, internal nodes 

represent dataset features, branches represent decision rules, and each leaf node represents the 

conclusion. 

Decision nodes are used to make any decision and contain multiple branches, whereas 

Leaf nodes are used to represent the outcomes of the decisions. 

3.3 Dense Neural Network 

The neurons in a network layer connect all of the layers together densely. Each neuron in 

a layer receives information from all of the neurons in the layer before it, making them tightly 

linked. To put it another way, the dense layer is a completely linked layer, which means 

that all of the neurons in one layer are connected to those in the next. 

A densely connected layer learns features from all of the preceding layer's combinations, 

but a convolutional layer focuses on consistent features with a limited repeating field. 

3.4 Naive Bayes 

Naive bayes algorithm works on Bayes theorem which is one of the classification 

technique of machine learning model.The existence of one feature in a class is assumed to be 

independent to the presence of any other feature by a Naive Bayes classifier. The Naive Bayes 

model is simple to construct and is especially effective for big data sets. 

The Naive Bayes Classifier was motivated by the Bayes Theorem, which states the 

following equation: 

   (3) 

Where, X is an input variable and y is an output variable. 

Given the class, variables are independent. We can rewrite above equation as: 

  (4) 

P(X) is a constant while solving for y, which means we can take it out of the equation and 

replace it with proportionality. 

   (5) 

Naive Bayes objective is to select the class y with the highest probability, which is 

calculated as: 

   (6) 

 

 



 

 

 

 

3.5 Random Forest Classifier 

Random forest is a method for supervised learning. It is capable of both classification and 

regression. Additionally, it is the most adaptable and user-friendly algorithm available. A 

forest is made up of trees. The more trees a forest has, the more robust it is believed to be. 

Random forests construct decision trees from randomly selected data samples, obtain 

predictions from each tree, and then vote on the best solution. Additionally, it serves as a fairly 

accurate indicator of the feature's importance. 

Random forests have a wide variety of applications, including recommendation engines, 

image classification, and feature selection. It can be used to detect fraudulent activity, classify 

dependable loan applicants, and forecast illnesses. It is the foundation of the Boruta algorithm, 

which selects significant features from a dataset. 

4 Experimental Investigation 

In this research the input values arethe data related to transactions on stocks of different 

NIFTY 50 companies from 1st January to a day before publication of financial results of 

2020-21 December quarter of those companies. On doing so, we have noticed that big 

transactions have been done on some companies, before publication of financial results, which 

can be suspected as Insider trading.For identifying the insider trading 

activities, a large number of related variables of quoted companies could be employed. But the 

data available wasso largethat it may cause an issue of overfitting while training our model, so 

we scaled down the data using PCA. Thus, different columns with negligible importance were 

removed and two columns Principal Component 1 and Principal Component 2 were used for 

training different machine learning algorithms.First Decision Tree was used which is a tree-

structured classifier for prediction of insider trading whose accuracy came out to be 0.85. 

Then Random Forest(RF) was used which is a tree-based method used for classification or 

regression, where an individual tree from a group of decision trees vote to give an output 

decision.Its accuracy came out to be 0.86. Again, Naive Bayes was used whose accuracy was 

observed as 0.99. Further, a deep learning method called Dense Neural Network was used 

whose accuracy of prediction came out to be 0.92. This shows that Naive Bayes does the 

classification work well. TheOutput Value is Insider Trading ‘YES’ or ‘NO’. 

 



 

 

 

 

 
Figure 1.Visualization of Principal Component Analysis [1= “ YES” AND  0= “NO”]. 

 

In the case of stratification, the dataset is used for dividing the given information into Yes 

or NO. This dataset was acquired from NSE website under corporate filing actions for 

different NIFTY 50 companies from 1st January to a day before publication of financial 

results of 2020 December quarter of those companies. 

Here input values: - 

'Symbol', 'Series', 'Date', 'Prev Close', 'Open Price', 'High Price', 'Low Price', 'Last Price', 

'Close Price', 'Average Price', 'Total Traded Quantity', 'Turnover', 'No. of Trades', 'Deliverable 

Qty', '% DlyQt to Traded Qty', 'REGULATION', 'NAME OF THE 

ACQUIRER/DISPOSER','NO. OFSECURITIES (ACQUIRED/DISPLOSED)', ‘NOTIONAL 

VALUE(BUY)’, 'NOTIONAL VALUE(SELL)' 

Target:- 

 Insider Trading - YES / NO 

 
Figure2.Screenshot of real values and predicted values using Naive Bayes Model. 

 

 



 

 

 

 

 

 
 

Figure 3. Visualization of Deep Neural Network. 

5 Experimental Results 

We have used metrics like accuracy, precision, recall and f1-score.Here in this project the 

metrics we have used are given below. 

Accuracy: Accuracy is a fraction of the predictions our model got right. Mathematical 

representation of accuracy is denoted as: 

Accuracy = (Number of correct predictions)/(Total number of predictions) 

Precision: Precision is the ratio of true positive value to all positive values. 

Mathematically precision is denoted as: 

Precision = (True positive values)/ (total positive values) 

Recall: Recall is the measure of correctly identifying true positive value. 

Mathematically recall is denoted as: 

Recall = (True positive values)/ (True positive values + False negative values) 

 F1-score:  F1-score is also a type of metric which is used when there is equal importance 

of both precision and recall to our model, it is calculated by harmonic mean of precision and 

recall. 

Mathematically F1-score is denoted as: 

  F1-score = (precision * recall)/ (precision + recall)  

 

Table 1.Comparison of Experimental Results. 

S.N. Methodology Precision Recall value F1-score Accuracy 

1. Decision Tree 

Classifier 

0.86 1.00 0.92 0.8571 

2. Random Forest 

Classifier 

0.86 1.00 0.95 0.8671 

3. Naive Bayes 

Classifier 

1.00 0.99 1.00 0.9933 

4. Dense Neural 

Network 

0.92 0.91 0.91 0.9227 

 



 

 

 

 

6 Discussion of Results 

After the implementation of the different machine learning and deep learning models, we 

have reached thefollowing results. Beginning with the accuracy of the Decision Tree Classifier 

is 0.8571.Its precision is 0.86, recall value is 1.00 and f1-score is 0.92. Secondly, the accuracy 

of the Random Forest classifier model is0.8671. Its precision is 0.86, recall value is 1.00and 

f1-score is 0.95. Similarly, the accuracy of Naive Bayes Classifier is 0.9933. Its precision is 

1.00, recall value is 0.99 and f1-score is 1.00.Finally, the accuracy of the Dense Neural 

Network model is 0.9227.Its precision is 0.92, recall value is 0.91 and f1-score is 0.91. 

7 Conclusion 

From this model accuracies obtained from various machine learning algorithms, we can 

tell that the Naive Bayes classifier gives the best results, which is 0.99 followed by Dense 

Neural Network, then Random Forest and Decision Tree model to the least accurate 

respectively. Hence, we conclude that our work on Insider trading prediction has been 

completed, which is used to reduce the time and cost of SEBI or investigating team to find out 

susceptible Insider trading. The task to predict Insider trading is a difficult task because of 

limited data available. Insider trading doesn’t happen only in equity section, it may happen in 

derivative section too. As, no data was available for derivative section this work is limited to 

detect insider trading only in equity section. The limitation of this project is that because of 

limited data available it’s difficult to say 100% insider trading. Another drawback is that we 

were not able to compare our result with any similar work because to the best of our 

knowledge our work is the first in detecting illegal insider trading using corporate action data, 

transaction data and machine-learning and deep learning techniques. 
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