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Abstract. Customers can submit reviews for numerous products on websites like 

Amazon and Flipkart. As e-commerce grows in popularity, so does the quantity of 

consumer reviews that a product receives. A single product may have hundreds of 

thousands of reviews, each of which may be lengthy and repetitious. As a result, 

computerised review summarization offers a lot of potential for assisting buyers in 

making quick selections about certain items. Because a single manufacturer may sell a 

variety of items. It is also beneficial for manufacturers to keep track of customer 

feedback and comments. The process of creating a summary from review sentences is 

known as review summarising.In this project, given a product review, a shorter version 

of the review is created while the sentiment and points are preserved. The tone of the 
review will also be determined, and a summary of sample favourable and bad product 

reviews will be generated. Web scraping is used to collect reviews from popular e-

commerce websites. Natural Language Processing Toolkit and neural networks such as 

RNN (Recurrent Neural Network) are used to summarise. The RNN architecture is 

combined with the Seq2Seq model, which is an encoder-decoder architecture. The 

highest accuracy for sentiment analysis on Amazon Fine Food Reviews was found to be 
91%. 

Keywords: NLP, Summarization, Sentiment Analysis, Reviews, Seq2Seq model, 

XLNet. 

1   Introduction 

Online reviews are essential for every online business that wishes to maintain control over 

its online reputation. Customer reviews have benefited customers while also allowing 

businesses to promote to them in new ways. Reviews assist producers in gaining more 

reputable clients and establishing a strong customer relationship for future business 

opportunities. [1] 

Online reviews create the fundamental experience sharing forum between customers and 

providers. Customers who submit evaluations frequently return to see how their remarks were 

received. Customers can build a link with an online business through this type of social 

involvement[1]. They also assist service companies in establishing a stronger web presence. It 

aids in the improvement of their website's ranking. That is incredibly crucial to search engines 

like Google, Yahoo, and Bing. 

The article focuses on client feedback analysis, which enables for a more efficient look at 

given items and services. Analyzing customer reviews is one of the most used methods of 
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gathering consumer feedback. Customer reviews can take a long time to read and comprehend 

because there may be many different points of view, and each review may contain a lengthy 

and comprehensive text to read and comprehend. Manually analyzing these reviews is time-

consuming and laborious. 

Hence a solution is proposed for practical analysis of customer reviews.  Each customer 

review is to be summarized using natural language processing. Using the translated text of 

customer reviews, sentiment analysis will give those summarized texts (reviews) tags such as 

positive and negative. Overall positive, negative and neutral counts of the reviews of a product 

will be generated, which can quickly help users know about a particular product. 

2 Literature Work 

Suleiman, Dima&Awajan, Arafat [22], in their article, “Deep Learning-Based Abstractive 

Text Summarization: Approaches, Datasets, Evaluation Measures, and Challenges,” reviewed 

the most recent approaches for abstractive text summarization using deep learning models. 

Existing datasets are analyzed, and reviews are provided, helping the researchers to work on it 

further. 

Yang, L. [12] mainly focused on a feed-forward neural network with an attention-based 

encoder to resolve the challenge of abstractive summarization. In “Sentiment analysis using 

product review data,” Xing Fang & Justin Zhan Performed sentiment analysis on the product 

reviews and gave star ratings to individual reviews. According to the review’s sentiment 

(positive or negative), star ratings are provided. 

Mason, R. et al. [16] in “Micro summarization of Online Reviews: An Experimental 

Study,” Combined three broad architectures, namely, sentiment analysis, summarization, and 

entity recognition, in order to surface key content to users. Unsupervised and supervised 

methods are explored for this particular task. 

Wang Q, Liu P, Zhu Z, Yin H, Zhang Q, Zhang L [17] proposed A hybrid model of 

extractive and abstractive to combine BERT model (Bidirectional Encoder Representations 

from Transformers) word embedding with reinforcement learning is proposed for 

summarization. 

Shubhanker Banerjee et al. [18], in “Sentiment Analysis of Code-Mixed Dravidian text 

using XLNet proposed an auto-regressive XLNet model to perform sentiment analysis on 

code-mixed Tamil-English and Malayalam-English datasets. Sanjabi and Nima [4] explored 

various models, specifically the Transformer and attention-based mechanism for 

summarization. 

Users can rate the products in Amazon and various other eCommerce web services [2], 

[3]. But average ratings may not always give the entire picture. A summary of the number of 

positive and negative reviews can be helpful for both customers and manufacturers. Models 

have been proposed for either review summarisation or sentiment analysis but not both 

together, which could be more efficient.  In the papers mentioned in Table 1, sentiment has not 

been identified using the summarized version of the text. In this project, sentiment analysis 

would be done on the summarised reviews to obtain more accuracy than the results of the 

reference paper. Sentiment analysis in all the reviewed articles is performed on the entire 

original text. But storing and processing a large amount of data leads to inefficiency. [18] A 

Seq2Seq model with an attention mechanism for summarization is used along with XLNet for 

analyzing the sentiment of the summarised review. 



 

 

 

 

 
Table1 Results in Reference Paper 

3 Implementation 

Here, the design and analysis of summarising the reviews are handled. There are broadly 

two different modules, summarisation and sentiment analysis module. The internal working of 

both these modules is also explained in subsequent sections 

3.1 Dataset 

Amazon Fine Food Reviews containing reviews and summaries of 568,454 reviews from 

256,059 users across 74,258 products is used in this work. Each row in the CSV file includes 

product and user information, ratings, and a plain text review. It also has reviews from all 

other Amazon categories apart from food reviews. This dataset was collected in the Stanford 

Network Analysis Project in 2016. Fig 1 shows the Amazon Fine Food Reviews dataset page 

in Kaggle. 

The dataset has 568454 rows in reality, but only loading/previewing of the first 1000 rows 

are done.  

 
Fig 1 Dataset 

3.2 Proposed methodology 

To obtain the final sentiment of the review, two modules are used – the text 

summarization module and the sentiment analysis module, as shown in Fig 2. The given 

consideration will be first given as input to the trained summarization model. After getting the 

review summary, it will then be sent as input to the sentiment analysis model. This is done for 



 

 

 

 

every review of a particular product, and finally, a number of positive and negative reviews 

are also calculated and displayed. 

Sequence2sequence model is used for text summarization following the same algorithm 

as in the existing paper. Still, XLNet is used for sentiment analysis, which is not used in any 

current work for sentiment analysis of customer reviews. 

 
Fig 2 Proposed Methodology 

3.3 Summarisation module 

Two methods most popularly used are Extractive Summarization and Abstractive 

Summarization 

3.3.1 Extractive Summarization 

The important sentences or phrases from the original text are identified and only those are 

extracted from the text, which would be available in the summary.  

3.3.2 Abstractive Summarization 

Here, new sentences are generated from the original text.  [3] 



 

 

 

 

 
Fig 3 Text Preprocessing 

3.3.3 Text Pre-processing 

Before applying different summarization approaches on a dataset, certain pre-processing 

needs to be done to make the data “usage-ready” for the summarizer. The importance of pre-

processing process is evident because of its use in almost every developed system related to 

text processing. Pre-processing can help clean the dataset which may have duplicate data or 

words that are not needed. Running an algorithm on the pre-processed text will prove to be 

more efficient and faster than unprocessed data. 

3.3.4 Seq2seq Model with Attention Mechanism 

In two phases, A Seq2seq model maps two sequences to each other that are not 

necessarily of the same size: Compressing the first sequence followed by inferring the output 

from it. This architecture has two parts named encoder and decoder that are both LSTM 

layers.  The encoder accepts the input data from the input sequence in steps. The hidden 

layer's state is looped back and then mixed with the input data at each step. At the completion 

of this process, the last time step's hidden layer has either kept the memory of the entire 

sequence in a single layer or has a state that is affected by all components in the sequence. [4] 

 

                     

(1) 

 

Eq (1). 



 

 

 

 

handles the probability distribution of the output sequence. T and T0 are the length of input 

sequence and output sequence respectively. s is the state of the last hidden layer in the 

encoder. [4] 

 
Fig 4 Seq2Seq Model with Attention 

 

When a sequential model is equipped with an attention mechanism, its performance 

improves significantly. An encoder-decoder architecture is paired with a seq2seq paradigm. 

The decoder receives all of the encoder's contents compressed into a single vector, known as a 

context vector, and trains the target with its presence.  

The following is the procedure: the encoder processes the input sequence until it reaches 

the last element or character. The encoder's secret state from the previous time step is copied 

to the first-time step by the decoder. It compares this new decoder state to all of the encoder's 

concealed states to see how similar they are. 

The hidden states that are more similar when compared will be given greater weight. The 

encoder's weighted average states are then combined with the decoder's current state by the 

decoder. The decoder can deduce the first output of the sequence using the new hidden state. 

This technique is repeated for each of the target timesteps. The rest of the procedure follows a 

standard seq2seq model. [4].  The architecture of the summarization module is shown in 



 

 

 

 

Figure 5.

 
Fig Fig 5 Block Diagram for Summarization Module 

The architecture contains one input layer, two embedding layers, three LSTM layers and 

an attention layer as shown in the architecture in Fig 6. 

 



 

 

 

 

 
Fig 6: LSTM based model 

The model was trained for a total of 50 epochs with early stopping having patience of 5. 

The training took place for 26 epochs. The distribution of training, testing and validation of 

data for which a 70-30 split up was used. Initially all 5 lakh rows from the dataset were pre-

processed. After removing duplicates and null value rows, about 2 lakh rows remain. 

The training output over 26 epochs is shown in fig 3.8. The final loss value is 2.046. 

 
Fig 7 Epochs 



 

 

 

 

The model loss output is shown in Fig 7. It shows the gradual decrease of loss and hence 

the increase in accuracy. Both training and test losses reduce and then converge showing that 

the model has trained normally without any issues like overfitting or underfitting. 

 
Fig 8 Loss Graph 

3.4 Sentiment analysis module 

Pretraining language representations were provided by XLNet, which was developed by 

CMU and Google researchers in 2019. Pytorch interface is used for XLNet by hugging face as 

it balances APIs used and TensorFlow code [5]. 

The Hugging Face library is one of the most potent interfaces for working with transfer 

learning models. XLNetForSequenceClassification is used here, but the library supports model 

modifications meant for many tasks like token classification, question answering, next 

sentence prediction, etc. [5]. 

3.4.1 Pre-Processing the Reviews 

Breaking the text into tokens that the model will recognize is performed by the 

XLNettokenizer. The XLNettokenizer is used to convert the text into tokens that correspond to 

XLNet’s vocabulary. [5] The first sentence is tokenized, as shown in fig 9. 

 

Fig 9 Tokenize the sentence 
3.4.2 Fine Tuning the XLNet Model 

For this task, modification is done on the pre-trained model to give outputs for 

classification. Though these interfaces are all built on top of a trained model, each has 

different top layers and output types designed to accommodate their specific NLP task. [5] 

XLNetForSequenceClassification is loaded. As input data is fed, the entire pre-trained 

XLNet model is trained on a specific task. There are different pre-trained XLNet models 

available. The training hyperparameters from within the stored model are grabbed. [5] 

The steps that should be followed are as follows [5]: 

Training loop: 

• Tell the model to compute the gradients by setting the model in train mode  

• Unpack the inputs and labels  

• Load the data onto the GPU for acceleration  

• Clear the values from the previous round.  



 

 

 

 

• Forward pass  

• Backward pass  

• Tell the network to update the parameters with optimizer.step() 

• Track the variables for progress 

Evaluation loop:  

• Tell the model not to compute the gradients by setting the model in evaluation mode  

• Unpack the inputs and labels and Load data for processing 

• Forward pass  

• Compute loss on the validation data and track the variables for monitoring progress  

The Train loss and validation accuracy for each epoch is shown in fig 10. 

 
 

 
 

Fig 10 Train loss and Validation Accuracy 

Finally, the model’s weight is stored. 

 
Fig 11: Loss Graphs 



 

 

 

 

3.4.3 Training Evaluation 

The training loss over all batches is shown in fig 11. The training was done in batches of 

5000. As seen in graph, after each batch the loss gradually decreases leading to a more 

accurate model. 

 
Fig 12 Training loss over all batches 

 

3.5 Web scraping customer reviews 

Web scraping is a technique for automatically scraping websites. These options include 

leveraging internet services, specific APIs, or writing your own web scraping code from 

scratch. APIs from big websites such as Google, Twitter, Facebook, Stack Overflow, and 

others allow anybody to access their data in a structured fashion. Although this is the most 

effective method, other sites do not allow users to access vast volumes of data in a structured 

format or are not technologically competent. In that instance, scraping the website for data 

with Web Scraping is the best option [6].  

Use a built-in library called amazon_product_review_scraper to scrape the amazon 

website. Give the URL of a product, and the customer reviews are scrapped, then stored in a 

CSV file as shown in Fig 13. 

 
Fig13 CSV File generated after scraping reviews 



 

 

 

 

4 Results and discussion 

The following metrics have been made use of for evaluation purpose: 

 Classification Report 

  Precision 

  Recall 

 F1 Score 

 Support 

 BERTScore 

Summarization module result 

The graph in Fig 14 shows the BERTScore distribution for all the review summaries that 

were tested against the original summary in the dataset. Most of the accuracies lie between 

80% and 90%. The accuracy distribution is tabulated as shown in table 5. 

 

 
Fig 14  Accuracy Ranges 

Table 2 shows the total review count is each accuracy range. Most of the output has 

accuracy between 80% and 90% 

 

Table 2 Accuracy and No. of Reviews 



 

 

 

 

 
The system level accuracy is 86.7% which is same as the summarisation accuracy 

mentioned in papers of literature review. 

 

 
Fig 15 BERTScore Output 

 

4.2.2 Sentiment analysis module result 

A classification report was generated for all the reviews and their sentiments shown in Fig 

16. Categorical Cross entropy is used while training. 0 in the first column classification report 

represents negative sentiment and 1 represents positive sentiment. 

 
Fig 16 Classification Report for Sentiment Analysis 



 

 

 

 

 
Fig 17: Confusion Matrix 

 

4.2.3 Output after combining the two models 

The product url is given as input to the web scrapper code and the result is stored in csv 

file. The product url, total reviews and total pages is as shown in fig 18. 

 
Fig 18 Overall result of web scraper 

This csv file is the input file to the summarisation model where summaried reviews will 

be the output. Then sentiment analysis model gets excuted to give tags to the reviews and the 

total count of each tag as shown in fig 19. 

 
Fig 19 Final Output 



 

 

 

 

5 Conclusion 

The article handles the customer reviews from an eCommerce website, given the URL of 

a product, and generates a summary for the reviews with tags, namely positive and negative, 

associated with it. In this work, the sequence-to-sequence model, namely encoder-decoder 

using LSTM, generates a summary for the customer reviews and the XLNet model for 

sentiment analysis to the customer reviews. An inbuilt library is used for scraping the 

customer reviews from an eCommerce website. The separate accuracy for the summarization 

and sentiment analysis models is 87% and 93%, respectively, on the test dataset. Performing 

sentiment analysis on the summarized review comes out to be more efficient than performing 

sentiment analysis on the entire text. The highest accuracy for sentiment analysis on the 

Amazon Fine Food Reviews is 91%. There is a 2% increase in accuracy for sentiment analysis 

if summarized reviews are used. 
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