
 

Reinforcement Learning Based Energy Management 

(Rl-EM) Algorithm For Green Wireless Sensor 

Network 
 

*V Mahima1, A. Chitra2 

 
{*mahi.90may@gmail.com , ctr.mca@psgtech.ac.in } 

 
*Research scholar, PSG College of Technology, Coimbatore-641004, India1 

Professor and Head, Department of Computer Applications, PSG College of Technology, Coimbatore- 

641004, India2 
 

Abstract-Green network is basically capable of producing its own energy through 
renewable energy resources.  The sensor nodes serving to collect the physical parameters 
are equipped with small scale solar panels and tiny wind mills to harvest their own 

energy. The limitations on battery and availability of renewable energy resource create 
challenges in continuous monitoring without missing any events. The energy harvesting 
sensor network requires dynamic adaptation to the time varying behavior of the 
environment. The reinforcement learning based energy management algorithm named 
RL-EM is proposed which observes and learns from the environment. The voltage level 
of the sensor node is considered for designing the algorithm. The RL-EM outperforms 
existing algorithms with 40% reduced sleep nodes and 60% reduced energy overflow 
with LEACH protocol. The proposed RL-EM algorithm outperforms the LEACH, SEP-
M and ACO algorithms in terms of throughput, sleep nodes, energy overflow, and load 

distributions.  

Keywords – Markov Decision Process, Reinforcement Learning, Wireless networks, 
Internet of Things and Energy management.  

 

1 Introduction 

 
 The Wireless sensor network is the primary data collection module of Internet of Things (IoT) 

applications. The sensor nodes play a vital role in creating IoT environment. The co-operative 
functioning of sensor nodes ensures reliable communication within the network.  This effective 
communication prolongs till the node’s energy is drained. The energy of the nodes is dependent on the 
capacity of the battery. The rechargeable batteries are provided with certain lifetime and rechargeable 
cycles. Though, the deployment of these sensor nodes in remote area reduces the chances of recharging 
the battery. In such situations, the effective utilization of energy from the battery is required. Many 
works were discussed on increasing the lifetime of the sensor nodes as well as the network. The efficient 
clustering and routing techniques, battery modeling, sleep scheduling techniques and many node 

scheduling techniques were proposed to enhance the lifetime of the network[1]. However, many critical 
applications like disaster monitoring, military and health care applications require continuous operation 
of the sensor nodes. For such applications, energy harvesting proves to be a promising solution. The 
energy harvesting module along with an energy buffer is provided with the sensor node[2]–[4]. This 
ensures that the energy harvested can be used directly or can be stored in buffer for future use. Though 
there are various ambient sources like solar, wind, vibration and RF are available for harvesting, the solar 
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energy is widely preferred due to its abundance[5]–[8]. The type of application decides the source of 
energy to be harvested. The solar energy availability is random and usually unpredictable. There may be 
energy overflow where, excessive energy is available but there is no space in storage buffer to store the 
energy. The other case is energy outage, where there is meager or no energy available to the sensor node 
for storing in the buffer. This uncertainty causes major issue in energy harvesting sensor network.  

 
 

Figure 1 Architecture of Green network for IoT applications 

 

Many effective scheduling techniques are available which relies on the energy arrival rate. The prediction 
based energy harvesting helps in determining the energy availability. Due to the significant overhead 
caused due to prediction techniques, the prediction free methods are used. Many IoT applications 
involves heterogeneous environment with heterogeneous sensor nodes where the knowledge about the 
environment is not known in prior [9]–[11]. In such cases, the system should learn from the environment 
and dynamically adapt to the changes. To ensure the dynamic adaptation of sensor nodes to the time 
varying behavior of energy sources a prediction free technique is required. To resolve the problem of 
uncertainty, the Reinforcement Learning technique is used, where the system learns from the 

environment based on rewards. The RL-EM continuously explores the environment to attain the optimal 
solution. In this paper a Reinforcement Learning based energy management algorithm is designed, which 
requires the voltage status of the battery for optimal scheduling and energy management. 

 The rest of the paper is organized as follows. The section 2 discusses related works. The section 3 
discusses about the formulation of energy harvesting problemand proposed RL-EM algorithm with 
Markov Decision process. In Section 5, the evaluation of RL-EM and comparison of RL-EM with related 
algorithms are presented.  The results show significant improvement in lifetime, throughput and energy 
efficiency. The following section discusses about the works supporting our proposed algorithm.  

 

2  Literature Survey 
An energy manager based on reinforcement learningRLMan is discussed which requires only the state of 
charge of the battery in [12]. The RLMan algorithm focuses on maximizing the packet rate while 
maintaining the node sustainability. An MDP is formulated as tuple with State space, Action space, 

Transition Function and Rewards. The simulation of RLMan is performed in Pow Wow platform with 
indoor light and outdoor wind. As the SoC of the battery is required for operation of this algorithm, it is 
hard to determine for heterogeneous environment. In [13], the RL is used to find the shortest path. The 
Q-Learning and SARSA is used and the path finding procedure is modeled as a MDP. In [14], the 



 

 

 

 

Reinforcement based sleep scheduling algorithm is discussed for time slotted operation. Here, the re-
grouping frequency is reduced such that the process is done when one node dies. This algorithm 
concentrates on desired coverage area. In [15], an energy preserving MAC protocol is designed with the 
aim of increasing network lifetime. The Q-Learning technique is used for solving minimization problem 
as well as to make the network self-adaptive. This is achieved by concentrating on the radio module’s 
sleep and active schedule. In [16], the optimal routing path is created with the help of RL algorithm. The 
reward function is formed based on hop count, residual energy and link distance. This algorithm 
concentrates on improving the packet delivery along with balancing the energy consumption. In [17], a 

reinforcement learning-based throughput on demand (ToD) method is discussed which mainly focuses 
on throughput improvement. The learning process makes this method to adjust the duty cycle 
autonomously. The residual energy of the battery is improved along with the throughput.In [18], the RL 
is used for point to point communication. Here an assumption is made that there is data available in the 
transmitter always to be transmitted. The Markov Decision process is modeled with the aim of 
improving throughput. Also, function approximation is used to improve the performance [19] also 
concentrates on throughput maximization as  but with the two hop communication. Here, each node is 
capable of solving power allocation problem independently. In [20], the review of Reinforcement 

Learning algorithm is done. It clearly pictures the applications of RL for WSN. It also discusses 
performance features and issues associated with RL algorithms. In [21], an intelligent algorithm named 
RLLO is proposed which concentrates on Intelligent routing by uniformly distributing the energy 
consumption. The packet delivery rate is also improved with this algorithm. The [22], discusses about 
the  applications of RL algorithms in distributed routing. It also discusses about the routing challenges 
along with three different RL models for routing. The RL based hardware implementation for routing is 
discussed. In [23], the PSO based routing is proposed which concentrates on equally distributing the load 
to the Cluster Heads. Here the fault tolerance is considered as a factor to avoid the sudden failure of the 

node. In [24], the Enhanced PSO based  optimization is proposed which again concentrates on clustering 
Cluster head selection. In [25], a dynamic power management technique is employed with RL algorithm 
to improve the energy efficiency and lifetime. The [26], discusses about the automatic configuration of  
sensors with Reinforcement Learning technique. It is concentrated on energy harvesting sensors for 
periodic and event driven indoor sensing. Here the quality of the sensor is improved by making it 
continually adapt to the changing environmental patterns. The above discussed works concentrates on 
improving lifetime, throughput and efficiency of the network with homogeneous nodes through RL 
algorithm. However, only few works were concentrated on heterogeneous environment which is a very 

important constraint of IoT applications. Many real world applications for which the exact environmental 
knowledge is not available, the RL algorithms are used to provide optimal solution. In our work, the RL 
based energy management algorithm is proposed which concentrates on efficient energy management for 
heterogeneous network.  

 

  3   Reinforcement Learning Based Energy Management Approach 
 Reinforcement approach is self-adaptive and capable to configure based on the environmental factors. 
The nodes inside the heterogeneous environment are subjected to diversified conditions like different 
energy states, dynamic battery level etc.  The reinforcement learning approach is better suitable for real 
time deployment where prior knowledge about the region of interest is unknown.  

 

Formulation Of Energy Harvesting Problem: 
 RL algorithms are used to solve optimization problems formulated as Markov Decision Process (MDP). 
A MDP is a tuple <S, A, T, R> where S is the state space, A is the Action space, T is the probability 
transition function and R is the reward function. It is assumed that the energy stored in the storage device 
is of finite capacity. The voltage level of the node is assumed to be in maximum level initially Vp. The 
minimum voltage threshold level is Vl below which the node dies due to lack of power. The transition 
function gives the probability of transition to next state, when the action is performed in current state. 
The reward is a function of packet rate and voltage level of the battery. 



 

 

 

 

1) The set of states’ S: Current Voltage state of the battery  Vc 

 State space S є [VL, Vr, Vp] 

 where  Vp is the peak Voltage lying in high voltage state &V r is the recovery voltage  
lying in medium Voltage state, Vl is the Voltage below which node goes to sleep state. 

2)  The set of actions A : Setting the Packet rate Pr 

 Action space A є [Pmin, Pmax] 

 where Pmin, Pmaxis the minimum and maximum packet rate of the node. 

3)  The Transition FunctionT : Probability of transition to Vc[n+1] when action Pr is 

performed in State Vc[n]. 

4)  The  Reward FunctionR : Computed as a function of Pr  and Vc as given in equation 1, 

in which Vc is the current voltage of the  battery at time t. 

 R = Φ. Pr        (1) 

where  Φ =  (Vc- Vr) / (Vp –Vr) 

 The probability transition matrix indicating the action taken is given by the equation 2 

𝑃𝑥𝑥 ′
𝑎 = 𝑃[𝑆𝑡+1 = 𝑠 ′|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎]           (2) 

The reward function given to the node is given by the equation 3. 

𝑅𝑥
𝑎 = 𝐸[𝑅𝑡𝑠𝑒𝑐+1|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎]   (3) 

 The ‘a’ in the equation 3 indicates that the reward given to the sensor node mainly depends on the action 
role played by it.  The optimal criterion followed in immediate reward and average reward function in 
the network. 

𝑅𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑟𝑖
𝑡
𝑖=0 where r is finite t ϵ {1, N}          (4) 

𝑅𝑡𝑜𝑡𝑎𝑙 =
1

𝑡
∑ 𝑟𝑖

𝑡
𝑖=0 where t ϵ ∞            (5) 

 The Markov Decision Process with finite reward option and average reward option is used in this 
research to solve the energy overflow and energy outage problem in the network.  The Q function 
average for the network is computed with the equation 6. 



 

 

 

 

𝜋∗(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄∗(𝑠, 𝑎)     (6) 

 

Figure 2 Battery reward status based on the role of action played by  the node as CH 

 Figure 2 illustrates the state machine model of the battery where the node with high voltage level 
receives positive reward if it acts as CH/router in the network. 

 Table 1 illustrates the reward provided to the corresponding node with respect to role and battery voltage 

aspects. 

Table 1 Role/Voltage reward aspects table  

Role/Voltage High Medium Low 

CH R++ R=0 R-- 

CM R=0 R++ R=0 

Idle R-- R=0 R++ 

 

 Algorithm 1 describes the proposed RL-EM (RL based Energy Management Algorithm) for green 

network. 

It is assumed that the time is divided into equal slots of duration τ. The Energy manager is executed at the 
beginning of each time slot. The MDP is computed for Arrival rate λ using energy model.  The 

maximum desired packet rate Pdd for an array is obtained by computing the function of radio model, 
arrival rate λ and the MDP. The Pdd is assigned to all the nodes in the cluster. The Pdd is checked after 
time slot τ+1.  If the desired packet rate delivery is greater than the packets actually transmitted Ptd then 
the reward is given to individual node, else the reward is declined. The reward for a particular node is 
given as per the table 1. The node’s battery voltage and role played by the node is considered for 
rewarding a particular node. The process is repeated at every time slot and the reward is assigned to the 
nodes based on the packet transmission rate 

 



 

 

 

 

 

ALGORITHM -1  RL-EM ALGORITHM FOR GREEN WSN 

 

4 Results And Discussion 

  The proposed RL-EM algorithm is simulated in Matlab based environment with 500 m 
length and width as region of Interest.  Totally 100 nodes were considered for simulating and validating 
the algorithm.  The energy of the nodes are differentiated with a) 80% of nodes are with 0.5 J, b) 20% 

nodes are with 0.7 J and c) 10% of the nodes are with 1J energy. The energy arrival rate is taken as λ = 1 
throughout the simulation. Figure 3illustrates the node deployment inside the region of interest, they are 
deployed randomly. 

Algorithm: 

maximum desired packet rate Pdd 

packets actually transmitted Ptd 

Voltage of the node  (V) 

Arrival rate λ 

Input : Current Voltage of the Node (Vc), Distance (d), Radio model(RM) 

Output: Optimal packet rate, CH scheduling 

 Begin process for all clusters in network: 

  for  all nodes in cluster i at time slot τ 

   compute 

    f(MDP <S, A, T, R>) for λ using energy model   

f(Pdd) = f (Radio model (RM), Arrival rate (λ),  MDP 

<S,A,T,R>,  V) 

obtain max f(Pdd) for array 

    assign  Pdd to all nodes 

    check after τ+1 

    if ( Pdd>Ptd) 

     grant reward; 

    else 

     null reward; 

 end process 



 

 

 

 

 

Figure 3 Node deployments inside the Region of Interest 

 Figure 4 illustrates the number of sleep nodes for 500 and 1000 rounds. The RL-EM shows reduced 
number of sleep nodes when compared to LEACH, SEP-M and Ant Colony Optimization algorithms. 
The proposed RL-EM algorithm provides approx. 0.5 times reduced sleep nodes when compared with 
standard LEACH protocol. 

 

Figure 4 Sleep nodes in the network 

 Figure 5 shows the average energy overflow in the network for 500 and 1000 rounds. The energy 
overflow is reduced by 0.47 and 0.6 times in case of RL-EM when compared to LEACH, algorithm after 

500 and 1000 rounds respectively. The RL-EM algorithm also outperforms recent protocols such as SEP-
M and ACO approaches.  The harvested energy is efficiently used in RL-EM such that the energy 
overflow is reduced. 
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Figure 5 Average Energy over flow of the nodes 

 Table 2 elucidates the average reward point obtained by the network for 500 rounds and 1000 rounds.  
The network provides reduced sleep nodes in case of immediate reward function and reduced energy 
overflow rate for average reward function as given in MDP design section. 

 The results discussed throughout the section are on average reward function based RL-EM algorithm. 

Table 2 Reward nature with network parameters 

Parameter 500 rounds 1000 rounds 

Reward - Average 200 280 

Reward- Immediate 197 285 

Sleep nodes(average reward) 180 240 

Sleep Nodes(Immediate Reward) 169 232 

Energy overflow (average reward) (J) 12 23 

Energy overflow ( immediate reward) (J) 14 26 

 

 Figure 6 represents the network throughput for 1000 rounds. The results show that the RL-EM provides 
increased throughput as maximum number of packets are sent to the sink. 



 

 

 

 

 

Figure 6 Network throughput 

  Figure 7 illustrates the energy map of the network.  The present energy level of the nodes 
in the region of interest is shown. The node away from the sink shows high availability of energy. 
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Figure 7 Total energy map in the Region of Interest in case of LEACH algorithm 

 Figure 8 illustrates the energy map of the proposed RL-EM algorithm, amount of energy overflow and 
energy outage is very low in the energy map.  The energy inside the network is between 0 and 1.0. The 
nodes energy are equally distributed throughout the region of interest, the colour intensity determines the 
same.  The nodes near to sink and far away from sink are treated well with respect to their load 

conditions and available energy levels. 
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Figure 8 Energy map of the RL-EM algorithm 

 Figure 9 illustrates overall throughput map of the proposed algorithm within the region of Interest.  All 
nodes inside the region of interest transmit packets within the assigned threshold and maximum level. 
This methodology reduces the energy overflow and energy outage problem in the network.  The 
proposed RL-EM algorithm provides 1.07 times throughput when compared with the classical LEACH 

approach 
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Figure 9 Over all throughput after 1000 rounds 

 Figure 10shows the drop packet of the network after 1000 rounds.  The proposed RL-EM algorithm 
provides low drop packets when compared with all the other algorithms.   

 

Figure 10  Drop packets after 1000 rounds 
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Conclusion 

 
 Node scheduling in this research work is done through RL approach and the same is compared 
with bio inspired algorithms such as ACO and with classical probability based algorithms like LEACH 
and SEP-M approach.  The proposed work provides better energy management with 40% reduced sleep 
nodes and 60% reduced energy overflow in the network when compared with the LEACH benchmark 
protocol. The results provided by the proposed RL-EM algorithm prove equal load distribution. The 
research work also utilizes maximum resources to achieve its goal of successfully transmitting data to the 
sink.  The RL-EM avoids energy hole and HOTSPOT problem in the network, which other compared 

algorithm does not solve. The algorithm seems to be a novel solution for energy management problem in 
the Wireless Sensor Network.   
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