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Abstract 

INTRODUCTION: The method of minimizing the number of random variables or attributes from the enormous data set is 
the reduction of dimensionality. The space available for storing the database is therefore minimized by decreasing the scale 
of the features. 
OBJECTIVES: The PCA algorithm is used to achieve dimensional reduction by deep learning to recover image 
characteristics. This approach is designed to reduce the dimensionality of such datasets, improve interpretability while 
minimizing the loss of information 
METHODS: The dimensionality reduction of the method by using optimized PCA algorithm. The input data set can be 
reducing the dimension by using PCA algorithm. The tree seed optimization algorithm (TSO) can be utilized to select the 
optimal data’s in PCA algorithms. After completing the TSO-PCA the new data set are created by the reduced dimensions. 
RESULTS: The input data and images are used to reduce the dimension based on the TSO-PCA algorithms. The 
simulations for obtaining the results were carried out using python. The results of the feature dimensionality reduction on 
DIABETES dataset and Indian pines dataset. 
CONCLUSION: The best data for the data collection, the TSO algorithm is used and the PCA algorithm is used to 
minimize the dimensions. The suggested method is better than the existing method compared to the linear, kernel, random 
basic function, and polynomial for evaluating the outcome and discussion. In order to improve accuracy in future work, we 
will continue research and try to find more advanced techniques for this problem. 
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1. Introduction

The method of minimizing the number of random 
variables or attributes from the enormous data set is the 
reduction of dimensionality. The space available for 
storing the database is therefore minimized by decreasing 
the scale of the features. This paper includes the study of 

dimension reduction in order to address these concerns. 
The PCA algorithm is used to achieve dimensional 
reduction by deep learning to recover image 
characteristics. This approach is designed to reduce the 
dimensionality of such datasets, improve interpretability 
while minimizing the loss of information [1]. In order to 
uncover information that leads to superior business 
policy, including latent patterns, unknown correlations, 
and other analyses, big data analytics analyses broad and 

EAI Endorsed Transactions  
on Energy Web Research Article 

EAI Endorsed Transactions on 
Energy Web 

11 2021 - 11 2021 | Volume 9 | Issue 37 | e9

mailto:https://creativecommons.org/licenses/by/4.0/
mailto:https://creativecommons.org/licenses/by/4.0/
mailto:gnanasphiajournals@gmail.com


S. Gnana Sophia, K.K. Thanammal and S.S. Sujatha

2 

different sets of data from different sources [2]. In the 
future, the usefulness of these approaches for reducing 
dimensionality will be preserved on data of high 
dimensionalities, such as images, experiments, etc. 

Axes of PCA materials that increase the variance and 
decrease the dimension finding effective directions [3]. It 
is an important data relationship that transforms current 
data on the basis of these relationships and then quantifies 
the value of these relationships so that we can preserve 
the most important relationships [4]. The new features 
that PCA creates are orthogonal, meaning they are 
interrelated. The transformation also depends on the scale, 
the dataset normalization and the linear relationship 
between the characteristics [5]. By projecting them into a 
subspace which collects most of the variance [6], it is a 
specialized approach for decreasing the high 
dimensionality of big data. When the data variables are 
collinear with each other, PCA produces the best results 
[7]. The image extraction function is to remove the 
function language from the image, which is useful in 
solving the issues [8]. Trends, patterns, and correlations 
are simple to see by measuring the data returned to 
simulation, and the method's performance is enhanced [9]. 
It introduces requirements on an unknown differential 
operator that would cause one (or more) new operators 
operating on new spaces to define it as having a low 
dimension [10]. Large-scale data occurred well before the 
Big Data era, particularly in bioinformatics, and many 
techniques were adequately used to analyze both small 
and large-scale data. [11].The remaining paper contains, 
section 2 provides the related works, section 3 explains 
the overall proposed method and also the brief 
explanation of optimization algorithms. Section 4 
provides the result part and section 5 explains the 
conclusion part.  

2. Literature Survey

A lot of researches are analyzed the dimensionality 
reduction of the data. the various existing methods are 
given below, In 2015 Swati. A and Ade. R [12] has 
proposed the PCA goal of looking for a hyperspace whose 
base vectors are parallel to the positions of the highest 
variance. And yet, the more descriptive characteristics can 
be scanned by PCA, it ignores the useful class mark 
information and was thus not suitable for normal 
classification tasks. Although the groups inside the 
training data set were not taken into consideration, the 
PCA technique was an unsupervised technique. While it 
was best for restoration, it was inappropriately ideal from 
the point of view of discrimination. 

In 2012 T.L. Grobler [13] has been provided by that 
can be used to compare the performance of various 
reduction methods, whether or not the initial dataset has 
been labeled. They use this and a case study to compare 
two approaches for minimizing hyper temporal 
dimensionality, including PCA, to explain how this 
framework works. 

K., Lakshmanna, et al, [14] evaluated the presentation 
of PCA and LDA on multi-dimensional datasets with 
multiple ML algorithms in 2020, and the experiment was 
replicated on two other datasets, namely Diabetic 
Retinopathy (DR). Although high precision is obtained by 
the extraction of vessels before detecting DR with 
machine learning, the processing of the marked ground-
truth for retinal vessels was time-consuming. Because 
network-based IDSs (NIDS) were unable to detect 
encrypted node communication, standard IDSs were not 
sufficient for the cloud context, and host-based IDSs also 
did not recognize the secret attacker path (HIDS). 

In 2016 Wu, Z. et al, [15] has discussed to implement a 
new parallel and distributed architecture for cloud 
computing-based massive hyper-spectral image 
processing. In general, as a case study, they utilize 
dimensionality elimination to illustrate the suitability and 
feasibility of the use of cloud computing technology to 
successfully conduct centralized parallel hyper-spectral 
data analysis and accelerate hyper-spectral data 
computing. 

In 2017 Fanwu Chu. [16] have proposed to identify 
irregularities in the operational procedures of the HUs, it 
was important to differentiate between the various 
operational conditions and to create the PCA model 
within various operating conditions. The Recursive PCA 
(RPCA) and Moving Window PCA (MWPCA) are two 
powerful adaptive updating approaches that are modified 
to track the operating phase of HUs depending on various 
operating environment, respectively. 

In 2018, Salo, et al, [17] suggested a hybrid approach 
that incorporates IG and PCA to discard inappropriate 
features and preserve an optimum subset of parameters 
whereas a classified system was developed using the 
SVM, IBK, and MLP-based community classifier. Recent 
studies have shown in this sense that a successful method 
to feature selection was a major element in supporting the 
classification system in the feature extraction. 

In 2017, Lazcano, R., et al, [18] suggested a study of 
the inherent parallel processing of the various phases of 
the PCA methodology in order to exploit the opportunities 
of parallel processing provided by several key 
configurations of the MPPA. In addition, the effect of 
expanding the degree of parallel processing on internal 
contact was also examined. 

3. Proposed methodology

In this section, describes the dimensionality reduction of 
the method by using optimized PCA algorithm. Here the 
input data set can be reducing the dimension by using 
PCA algorithm. The tree seed optimization algorithm 
(TSO) can be utilized to select the optimal data’s in PCA 
algorithms. After completing the TSO-PCA the new data 
set are created by the reduced dimensions. The overall 
diagram of the proposed approach is shown below,   
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Figure 1. Overall diagram of the proposed method 

3.1. Principle Component Analysis (PCA) 
algorithm 

The trees can be generated by using the product in the 
simple TSO algorithm by the different trees, which leads 
to a decrease in redundancy that decreases population 
diversity. More specifically, there is a low risk for trees 
with poor health to achieve the maximal solution. To 
solve this problem, key component analysis is 
incorporated in this work. A significant approach to 
statistical analysis is the main component analysis, which 
has two main purposes, data reduction, and interpretation. 
Using PCA, minimally correlated variables perhaps 
distinguished from reliant variables. The original input 
solutions are minimally associated with the PCA 
algorithm and display the original solution detail. In 
comparison, the new solutions can have higher 
consistency than the initial solutions and the TSA 
algorithm is used to find the best solution. Let U is an 
example of the original knowledge, which can be 
summarized as follows,  

 (1) 
Where p represents the number of exemplars. 

3.2 Tree seed optimization algorithm (TSO) 

The TSA mechanism is inspired by the interaction 
between trees and their seeds. The possible solutions to 
optimization problems are represented by trees and seeds, 

so they scan the possible environments with iterations in 
parallel, and eventually get the optimum solution. As 
follows, further specifics are introduced. The initial 
positions of trees are first uniformly developed in the 
problem-solution space as follows, 

    (2) 

Where, N represents the number of trees in the 
population, and D represents the size of the problem. By 
using the fitness function, objective values of trees are 
computed after producing trees in the population. One 
seed is generated by using equations 2 and 3 for each tree 
until the stopping requirements are met, 

  (3) 

      (4) 

Where  represents the jth size of the output of the 

 seed for . The jth size of the randomly chosen

tree is denoted by . In addition, equations 3 and 4 are 
focused on the optimal threshold search tendency (ST) 
and take a value at the interval of [0, 1]. If the generated 
value is less than the ST parameter at random, equation 3 
is used; if not, equation 4 is used. The ST variable is a 
significant variable for seed manufacturing selection. 
Therefore, the number of seeds depending on the 
population. The average number of trees in the number of 
trees is 25% of the number of trees in the number of trees. 
Initially, the TSO counts the locations of the first trees to 
the possible solutions to improve problems according to 
equation 5. 

     (5) 

The lower and upper limits of the L_(j,min) and 
H_(j,max)search stages, respectively. r_(i,j)describes the 
randomized generation of the location and each 
component in the [0, 1] interval. A selection of population 
and the best solution is given below, 

 (6) 

For each tree, the number of trees in the population is 
expressed as N, and new seed positions are established. 
The number of seeds generated must be greater than one, 
focusing on the population level. The optimal solutions 
are sought using TSO, and linear transformations can be 
used to quantify the data as follows: 
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  (7) 

Where a_idescribes the coefficient vector, it is 
convenient to describe the linear regression system as 
described: 

 (8) 

    (9) 

It is important to choose the number m of principal 
components. The m is defined as follows, 

 (10) 

Where δ represents the rate of contribution. The proper 
values of the covariance matrix are and . TSO 

 a covariance matrix is V, the main 
population can be generated as follows, 

(11) 
Where denotes V feature vectors. 

The newly generated population is uncorrelated according 
to the main component analysis theory. The individuals 
with bad fitness are replaced by the main population 
operation. 

Steps involved to calculate eigenvalues and 
eigenvectors: To calculate eigenvalues, there are 3 simple 
features: First,  

• To calculate the eigenvalues/eigenvectors of a
square matrix (n x n, the matrix's coverage).

• To calculate the n-space of n vectors present in
them.

• Calculating the distance of eigenvectors with
subsequent eigenvalue representing the vector's
power.

This makes sense because the knowledge they serve 
constitutes both of them. Because new features decrease 
the dimensionality of Diabetes data and Indian pine data, 
data covariance matrix eigenvectors are measured to find 
patterns (eigenvectors) with their importance 
(eigenvalues). The covariance matrix, eigenvectors will 
represent new features and pick some of them according 
to their influence or effect on their value. 

After calculating the eigen values, it can be arranged 
highest to lowest eigen values. This arrangement the 
highest eigen values are taken as to build the new features 
and reduce the dimension of the data set. The new data set 
can be given as, 

      (12) 

Where T considered as the transpose of the data set and 
finally the dimension reduce data can be given. 

4. Result and discussion

This section describes the technique proposed to reduce 
the data dimension. Here the input data and images are 
used to reduce the dimension based on the TSO-PCA 
algorithms. The simulations for obtaining the results were 
carried out using python. The results of the feature 
dimensionality reduction on DIABETES dataset and 
Indian pines dataset.  

4.1 Diabetes Dataset 

Many important and descriptive databases such as the 
Diabetes Dataset are included in databases, and its first 
four dimensions are a string that describes the number of 
numbers and its last dimension flower species. There are 
nine columns in the Diabetes Dataset, such as 
Pregnancies, Glucose, blood pressure, skin thickness, 
Insulin, BMI, DiabetesPedigreeFunction, Age and 
Outcome.  

Table 1. Diabetes Data Set 

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age Outcome 
6 148 72 35 0 33.6 0.627 50 1 
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1 85 66 29 0 26.6 0.351 31 0 
8 183 64 0 0 23.3 0.672 32 1 
1 89 66 23 94 28.1 0.167 21 0 
0 137 40 35 168 43.1 2.288 33 1 
5 116 74 0 0 25.6 0.201 30 0 
3 78 50 32 88 31 0.248 26 1 
10 115 0 0 0 35.3 0.134 29 0 
2 197 70 45 543 30.5 0.158 53 1 

Figure 2. Representation of before and after TSO-
PCA performance for DIABETES dataset 

Figure 3. Original Image and TSO-PCA 
Compressed Image 

Figure 4. Let’s plot bar charts to check the explained 
variance ratio by each eigenvalue separately for 

each of the 3 channels. 

Figure (4) represents the performance of DIABETES data 
set based on the TSO-PCA algorithms. By projecting each 
data point on only the first few key components to obtain 
lower-dimensional data while retaining as much of the 
variance of the data as possible, PCA is widely used for 
dimension reduction. By using TSO-PCA, the dimension 
can be reduced by high to low and also arranged. Figure 
(4) represents the performance based on the TSO-PCA
algorithms. It is utilized to reduce the high dimensional
images in to the low dimension. The graphical
representation of variance ratio of the existing method is
given below,

(a) 

(b) 
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(c) 

Figure 5. Variance ratio of the existing method (a) 
kernel: linear (b) KPCA on DIABETES dataset using 

kernel: linear (c) kernel: RBF. 

The figure (5) represents the variance ratio of the existing 
method based on the linear, kernel, and random basis 
function. In figure (a) explained the variance ratio of the 
principal components using kernel PCA with Linear 
kernel and the result for 4 Principal Components 
according to their variance ratio. Since the initial two 
principal components have high variance. So, we selected 
the first two principal components. In figure (b) the 
KPCA on DIABETES dataset using kernel: linear shows 
that the two-principal component of the linear kernel. 

In figure (c) provides the variance ratio of the principal 
components using kernel PCA with RBF kernel and the 
result is shown in the bar graph for the 4 Principal 
Components according to their variance ratio. Since the 
initial two principal components. 

Figure 6. Validation set Classification Accuracy. 

5. Conclusion

The purpose of the analysis was to analyze the integration 
of PCA dimensionality reduction using an optimized PCA 
algorithm for DIABETES and Indian pines data 
collection. The PCA method is capable of retaining 
valuable details in the DIABETES dataset and Indian 
pines dataset, as exemplified from the findings collected, 
while effectively reducing the measurements of the 
features in the used dataset, as well as providing a realistic 
data visualization model. Here, to choose the best data for 
the data collection, the TSO algorithm is used and the 
PCA algorithm is used to minimize the dimensions. The 
suggested method is better than the existing method 
compared to the linear, kernel, random basic function, and 
polynomial for evaluating the outcome and discussion. In 
order to improve accuracy in future work, we will 
continue research and try to find more advanced 
techniques for this problem. 
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