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Abstract: Chaotic encryption provides a practical method for the confidentiality 

protection of today's digital images. Aiming at the problem of the secure transmission of 

image information in the network, an image encryption algorithm based on laser chaotic 

system and neural network is designed in this work. The phase diagram, Lyapunov 

exponential spectrum and bifurcation diagram analysis confirmed the chaotic 

characteristics of the single-mode laser power system. On this basis, the plaintext image is 

first compressed by the BP neural network, and then the compressed image is chaotically 

generated and diffused using the chaotic sequence obtained by the single-mode laser 

chaotic system to obtain the ciphertext image, and finally the histogram, Adjacent pixel 

correlation, anti-differential attack, information entropy and other aspects to test the 

security of the proposed encryption scheme. Simulation results show that the image 

encryption algorithm proposed in this work can not only save the channel bandwidth used 

in ciphertext transmission, but also have good encryption effect and high security 

performance. 
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1 Introduction 

With the popularization of the digital images have been widely applied in military, medicine, 
industrial engineering, public security, trademark protection [1], and other fields. Images are 
stored and transmitted through multiple platforms or channels [2]. Because many images 
contain private or sensitive information, image security issues have received more and more 
attention in recent years [3]. 

Traditional image encryption methods usually treat digital images as binary data sequences, 
and then use traditional data encryption techniques (such as AES [4]) to encrypt the data 
sequences. For these reasons, traditional encryption schemes are actually not suitable for 
image encryption. Chaos has the characteristics of initial value sensitivity, unpredictability and 
ergodicity. These characteristics make the pseudo-random sequence very appropriate to image 
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encryption [6]. At present, a variety of image encryption algorithms have been designed by 
using memristor system [7], chaos theory [8-10], quantum theory [11,12], compressed sensing 
[13-15], DNA coding [16,17], and other technologies. For example, an adaptive medical 
image encryption algorithm based on improved chaotic mapping was proposed by Chen et al. 
[18], which used logistics chaotic mapping to scramble plane images, and at the same time 
uses a hyperchaotic system to adaptively encrypt sub-blocks. In Literature [19], a new 
encryption and decryption algorithm was proposed, which used projection transformation to 
improve the diffusion characteristics of the algorithm. Chai et al. proposed a highly adaptive 
medical image encryption algorithm, which is mainly based on the replacement of pure 
images and the Latin square matrix and two-way adaptive diffusion [20]. A new image 
encryption scheme based on the hidden attractor chaotic system was proposed in the literature 
[21]. Literature [22] proposed a new image encryption algorithm using chaotic cross-mapping 
to replace and diffuse the matrix of each image color channel. Niu et al. proposed a new color 
image encryption algorithm based on the anti-control of fractional-order chaotic system [23]. 
Literature [24] proposed a chaotic-based parallel encryption scheme, which makes full use of 
modern computer processors to encrypt images. Literature [25] proposed a three-dimensional 
fractional discrete Hopfield neural network based on left Caputo discrete increments, and at 
the same time studied the dynamic characteristics and synchronization characteristics of the 
neural network, and applied it to image encryption. Zhang et al. designed an image encryption 
scheme based on an integer domain-like perceptron network. It takes the perceptron network 
as the core to realize the information storage and dissemination of ordinary images [26]. Liu et 
al. studied an optical image encryption algorithm based on the hyperchaotic system and 
public-key cryptography theory by combining double random phase encoding of the Fresnel 
domain [27]. 

Compared with traditional chaotic systems, the dynamic characteristics of laser chaotic 
systems are more complex and more sensitive to system parameters. Therefore, the application 
of laser chaotic system in secure communication has a good application prospect. Therefore, 
in this work, a single-mode laser chaotic system is used to generate the pseudo-random 
sequence of pixel scrambling and diffusion. At the same time, a new digital image encryption 
scheme is designed by combining the neural network method, Arnold scrambling method, and 
the diffusion method of adding mode operation. 

The rest of the paper is arranged as follows: The single-mode laser chaotic system is 
discussed in section 2. Section 3 introduces the proposed encryption algorithm and decryption 
algorithm in detail. The encryption and decryption test results and security performance are 



analyzed in section 4. The 5 section summarizes the work of this article and draws important 
conclusions. 

2 Single-mode laser chaotic system 

The equation of the single-mode laser Lorentz system can be described as follows: 

, (1) 

where a, b and c are the system parameters. Let the system initial x0=1, y0=2, z0=3, the system 
parameter a=10, b=8/3, c=30, and step length h=0.01. The calculated Lyapunov exponent of 
the system is (1, 0, -14.79). Among them, there is a positive Lyapunov exponent, and the sum 
of all values is negative. Therefore, the single-mode laser Lorenz system is a chaotic system. 
Fig.1 shows the system phase diagrams. 
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Fig.1 Phase diagram of single-mode laser Lorenz system 

2.1 Influence of different system parameters on dynamic performance 
Let parameter b=8/3, c=30, step length h=0.01, initial value x0=1, y0=2, z0=3. When a ∈ 

[4, 23], the bifurcation graph, Lyapunov exponent and SE complexity of the system are shown 
in Fig.2. As can be seen from Fig.2(a, b), when a∈(4, 5.2)∪(22.18, 23), the system Lyapunov 
exponent is less than 0, so the system is in a stable state. When a∈(5.2, 22.17), there is a 
positive Lyapunov exponent and the system is in a chaotic state. Fig.2(c) shows that the 
complexity of the system is large when it is in a chaotic state. When the system is in a chaotic 
state, the SE complexity of the system is very high. When the system is in equilibrium, the SE 
complexity of the system is very low. 
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Fig.2 Dynamic characteristics of the system at parameter a∈[4, 23] 

According to the parameters a=10,c=30, step size h=0.01, initial value x0=1,y0=2,z0=3, and 
b∈[0.5, 3.5], the dynamic characteristics of the system are shown in Fig.3. In Fig.3(a, b), 
when b∈[0.5, 0.58)∪(0.65, 0.73)∪(0.96, 0.98), the maximum Lyapunov exponent is 0, and 
the system is in the form of periodic motion. The system has a period-doubling bifurcation at 
b=0.54 and 0.73. When b∈(0.58, 0.65)∪(0.73, 0.96)∪(0.98, 3.5], there is a positive 
Lyapunov exponent, and the system is in a chaotic state. Fig.3(c) shows that the complexity is 
large in the range of chaotic states, which is in good agreement with the states of bifurcation 
diagram and Lyapunov exponential spectrum. 
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Fig.3 Dynamic characteristics of the system at parameter b∈[0.5, 3.5] 

3 Encryption and decryption algorithm design 

3.1 Arnold transform 

Arnold transform is also called “Cat transform”. It is a chaotic mapping method that 
performs repeated folding and stretching transformations in a limited area [28]. The digital 
image can be regarded as a two-dimensional matrix, and the pixel position in the image can be 
regarded as the position of the corresponding coordinate in the two-dimensional matrix. After 
Arnold transform, the pixel positions of the image will be rearranged to achieve the effect of 
scrambling and encrypting the image. Arnold transformation algorithm is realized by formula 
(2) (positive transformation):



, (2) 

where αn and βn represent the positions of the image pixels before the transformation, αn+1 and 
βn+1 are the positions of the pixels after the transformation, a and b mean the number of 
current transformations, N is the length or width of the image. 

The inverse transformation is shown in formula (3): 
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The two transformation matrices are reciprocal matrices, and the inverse matrix is still an 
integer matrix. 

3.2 BP neural network 
The BP neural network model has three main components, which are layers (input layer, 

hidden layer, and output layer), neurons, and weights between neurons. The input layer neuron 
receives the input information and transmits it to each neuron in the hidden layer. The hidden 
layer neurons are responsible for processing and transforming the received information, and 
the output layer outputs the processing results. Neurons in each layer are only fully connected 
to neurons in the adjacent layer, and neurons in the same layer are not connected. The 
calculation process of each neuron in the BP neural network method is showed in Fig.4. The 
calculation process of the BP neural network model can be expressed as 
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where I and H mean the number of neurons in the input layer and the hidden layer, Xi is the 
input information, bk and bj mean output layer deviation and hidden layer deviation 
respectively, foutput and fhidden represent the transfer functions of the neurons in the hidden layer 
and the output neuron respectively, wji is the weight that connects the input layer and the 
hidden layer, wkj is the weight between the hidden layer and the output layer. 
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The error between the output value and the actual value is measured by Equation (5). If the 
error exceeds the tolerance, the weight and deviation are corrected by the gradient descent 
method. The output value is retrained through the modified weight and deviation. The above 
process is repeated until the output is within the tolerance, which is expressed as 

( )
2
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1

1= 1, 2,3, ,
N

n n
n

E Y Y n N
N =

− =∑  , (5) 

where Y＇ ,n and Yn represent the predicted output and actual output of the training vector 
respectively, and N means the number of training samples. 

3.3 Encryption algorithm 
Assuming the input image size is W×H. Fig.5 shows the image encryption process proposed 

in this paper, and the specific encryption steps can be described as follows: 

Plane image IW×H
Divide the image into 

N blocks (size a×a)

BP neural network 
compression

Arnold transform 
scrambling

Add modulus 
diffusion operation

Encrypted 
image C

Chaotic sequence 
x2、y2、z2

Pseudo-random 
sequence S3、S4

Chaotic sequence 
x1、y1、z1

Pseudo-random 
sequence S1、S2

Single mode laser 
chaotic system

Fig.5 Encryption process 



Step 1: Input image IW×H and divide the image into N sub-image blocks of size a × a. 
Step 2: The mean distribution preprocessing is used to normalize the generated sub-image 

block matrix. The grayscale range of the image to be processed is [xmin, xmax], and the 
transformation domain is [ymin, ymax]. Assuming that the pixel to be processed is xvalue, then 
yvalue can be obtained by the following formula: 

( )( )max min min
min

max min

value
value

y y x x
y x

x x
− −

= +
−

. (6) 

Step 3: Use the newff function for training to get compressed data. The transfer function is 
as follows: 

( ) 1log
1 nsig n

e−=
+

. (7) 

The characteristic of logsig(n) function is that the data in the range of (-∞, +∞) is mapped to 
the interval (0, 1), and n is the input of the number of neuron nodes. 

( ) 2

2tan 1
1 nsig n

e−= −
+

. (8) 

In the tansig(n) function, the output is limited to the interval (-1, 1). 
Step 4: Setting the parameters and initial values of the chaotic system, and iterate the 

chaotic system (t+ W×H) times. The first t values are discarded to avoid interference to the 
chaotic system. Combine three chaotic sequences x1, x2, x3 to obtain a pseudo-random 
sequence S of floating-point number type. 

Step 5: From the pseudo-random sequence S of floating-point number type, we get the 
pseudo-random number vector X of integer type length 2WH, Xi∈{1, 2, ..., 10WH}. Then two 
pseudo-random sequences S1 and S2 are obtained from X. 

Step 6: Convert the image matrix Q compressed by the neural network into a 
one-dimensional vector T. Pseudo random sequences S1 and S2 are used to scramble T. Then 
the one-dimensional vector is reduced to a W×H pixel matrix. 

Step 7: Similarly, pseudo-random sequences S3 and S4 are obtained according to the fifth 
and sixth steps. 

Step 8: pseudo-random sequences S3 and S4 are combined with diffusion algorithm 
Ci=(Ci-1+Si+Pi)mod(256) to diffuse pixel values. Among them, the scrambled image is 
expanded into P, S represents the cipher vector, and the corresponding ciphertext is C, i=1, 2, 
3, ..., W×H. 

Ci=(Ci-1+Si+Pi)mod(256) expands as: 

( ) ( )0 1 2 1 2 n mod 256n nC C S S S P P P= + + + + + + + +  . (9)



The positive diffusion can be expressed as: 

( ) ( )1 mod 256i i i iC C S P−= + + . (10) 

The reverse diffusion can be expressed as: 

( ) ( )12 256 mod 256i i i iP C C S−= × + − − . (11) 

Step 9: The ciphertext vector C can be obtained according to the above formula, and then it 
is restored to pixel moment. Then the encrypted image C is obtained. 

3.4 Decryption algorithm 
The image decryption process is the reverse process of image encryption. Fig.6 shows the 

decryption process, and the detailed decryption steps can be described as: 
Step 1: Similarly, by the step 6 and 8 of the encryption processes, the pseudo-random 

sequences S1, S2, S3 and S4 of the reverse process are obtained. 
Step 2: Restore the pixel value by formulas (12) and (13) to obtain the pixel matrix E. 
The positive diffusion is: 

( ) ( )1 mod 256i i i iC C S P+= + + . (12) 

The reverse diffusion is: 

( ) ( )12 256 mod 256i i i iP C C S+= × + − − . (13) 

Step 3: Combined with the Arnold inverse transform algorithm, the pixel position of the 
pixel matrix after inverse diffusion is restored to obtain a one-dimensional vector F. 

Step 4: Restore the pixel value of the one-dimensional vector F from [0, 1] to [0, 255], and 
the vector is restored to a×a sub-image block. 

Step 5: Finally, combine all the sub-images into a complete image to get the decrypted 
image. 
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4 Algorithm test results and performance analysis 

4.1 Algorithm test results 
In this paper, 256×256 grayscale images are selected as the object to test the algorithm 

performance. The encryption and decryption results obtained by this scheme are shown in 
Fig.7. As can be seen from Figure 7, the encryption is effective and can effectively mask the 
information in the plaintext image. At the same time, the decryption algorithm can completely 
decrypt the ciphertext correctly. Since the security performance of image encryption 
determines whether the algorithm can effectively resist external attacks, it is necessary to 
analysis the performance of the encryption scheme through methods such as key sensitivity, 
histogram analysis, correlation analysis, and so on.  

(a) Original Lena image   (b) Encrypted Lena image   (c) Decrypted Lena image



(d) Original Camera image (e) Encrypted Camera image (f) Decrypted Camera image

(g) Original Fruits image  (h) Encrypted Fruits image  (i) Decrypted Fruits image

Fig.7 Encryption and decryption test of plaintext image 
4.2 Key space 

The key space of the image cipher system should be large enough so that the encryption 
system can resist brute force attacks. The password length should be at least 128bit. In this 
algorithm, the key is about 292bit, so the key space is about 2292. It can be seen from the 
comparison of Tab.1 with other encryption algorithms that the encryption system in this paper 
has a large key space, so it can withstand all kinds of brute force attacks. 

Tab.1 Key space comparison 

Our Ref.[19] Ref.[21] Ref.[22] 

2292 2128 2128 2213 

4.3 Key sensitivity analysis 
Key sensitivity is an important characteristic of encryption algorithms. Due to the slight 

change of the key, the encryption effect will be very different. The degree of this difference 
can be evaluated by calculating the difference between two different ciphertexts. In this 
algorithm, sensitivity analysis is performed on keys a, b, and c. When the parameter has a 
slight change of 10-15, the difference between the new ciphertext image and the original 
ciphertext image is shown in Fig.8. Fig.8 (c, f, i) shows that when the parameters change 
slightly, there is a difference between the obtained ciphertext image and the original ciphertext. 



The experimental results indicate that the encryption system in this paper is very sensitive to 
the keys. 

(a)Original a (b)Change a (10-15) (c) Original a - Change a

(d)Original b (e)Change b (10-15) (f) Original b - Change b

(g)Original c (h)Change c (10-15) (i) Original c - Change c

Figure.8 Sensitivity of secret keys 

4.4 Histogram analysis 
The distribution of image pixels can be expressed by a histogram. It can be seen from the 

simulation results of the “Lena” image in Fig.9 that the histogram of the plaintext image is not 
flat. In other words, the image contains the key information of the pixel, and the attacker can 
easily extract the key information of the image. The histogram distribution of the ciphertext 
image is relatively flat, which better hides the key information of the image. It indicates that 
the encryption scheme in this work can effectively resist statistical attacks. 
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4.5 Correlation test 
In general, the correlation between adjacent pixels of plaintext images in all directions is 

very high, so the ability to resist differential attack is weak. Equation (14) can be used to 
calculate the correlation of adjacent pixels in horizontal, vertical, and diagonal directions. 

( )

( ) ( )( )

( ) ( )( ) ( )( )

( )
( ) ( )

1
2

1

1

1=

1

1,

,

N

i
i

N

i
i

N

i i
i

uv

E u u
N

D u u E u
N

Cov u v u E u v E v
N

Cov u v
r

D u D v

=

=

=






= −


 = − −


 =


∑

∑

∑
, (14) 

where u and v are the gray values of two adjacent pixels, E(u) represents the mean value, D(u) 
is the variance, Cov(u,v) means the covariance, and ruv is the correlation. It can be seen from 
the experimental results of “Lena” in Fig.10 that the correlation between adjacent pixels of 
plaintext images is very high, while that of ciphertext images is very low. To further 
demonstrate the characteristics of correlation coefficients, the comparison results of 
correlation coefficients are shown in Tab.2. According to Tab.3, it can be seen that the 
ciphertext image has low correlation. In other words, the encryption algorithm proposed in this 
article has better anti-attack performance. 



(a) Horizontal of plaintext (b) Vertical of plaintext (c) Diagonal of

plaintext 

(d) Horizontal of ciphertext (e) Vertical of ciphertext (f) Diagonal of

ciphertext 

Fig.10 Adjacent pixel distribution of Lena image 

Tab.2 Comparison of Lena correlation coefficients 

Direction Plaintext Ours Ref.[19] Ref.[21] Ref.[22] 

Horizontal 0.9698 -0.0005 0.0070 0.0004 -0.0055

Vertical 0.9406 -0.0002 -0.0102 0.0013 0.0075 

Diagonal 0.9152 -0.0018 0.0030 -0.0023 0.0187

4.6 Anti-differential attack analysis 
Minor changes in image pixels are usually measured by NPCR(rate of change in pixel 

number) and UACI(uniform mean intensity of change). NPCR and UACI are defined as 
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where c1 and c2 represent two images of size W×H. When c1(i, j)≠c2(i, j), D(i, j)=1 can be 
obtained. On the contrary, if c1(i, j) = c2(i, j), then D(i, j)=0. The expectations for NPCR and 
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UACI were 99.6094% and 33.4635%, respectively. Comparison with different algorithms is 
shown in Table 3. The comparison results in Table 3 indicate that the proposed encryption 
scheme has good resistance to differential attacks. 

Tab.3. Mean values of UACI and NPCR 

Algorithm Ours Ref.[19] Ref.[21] Ref.[22] 

NPCR 99.62% 99.62% 99.59% 99.01% 

UACI 33.44% 33.56% 33.50% 33.69% 

4.7 Information entropy test 
The randomness of image information can be reflected by information entropy. The 

information entropy can be described as: 
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where p(si) is the probability of si. The expected information entropy of 8-bit grayscale image 
is 8. According to the comparison of the "Lena" image test results in Tab.4 with the results of 
other algorithms, the information entropy of the encryption scheme in this work is very close 
to the ideal value of 8, which has high security. 

Tab.4 Information entropy of different algorithms 

Image Our algorithm Ref.[19] Ref.[21] Ref.[22] 

Lena 7.9960 7.9975 7.9978 7.9564 

4.8 Robustness analysis 
In the transmission and storage of digital images, different types of noise and data loss are 

prone to occur. Clipping attacks and noise attacks tests can be used as the evaluation methods 
of robustness analysis. Figures 11(a)-(d) show the salt and pepper noise attack and occlusion 
attack of the Lena encrypted image. Figure 11(e)-(h) show the decrypted images of the salt 
and pepper noise attack and occlusion attack. When the encrypted image loses some data or is 
blurred by noise, the decryption process can still restore the original image and has a high 
visual effect. The experimental results indicate that the encryption scheme proposed in this 
work has good anti-noise and anti-occlusion attack capabilities. 



(a) S&P attack wih 1%   (b) S&P attack wih 4% (c) data lost with 3% (d) data lost with 10%

(e) Decrypted image of (a)  (f) Decrypted image of (b)  (g) Decrypted image of (c)  (h) Decrypted

image of (d)

Fig.11 Robustness analysis 

5 Conclusion 
An image encryption algorithm based on a laser chaotic system and neural network is 

proposed in this work. The sensitivity of the laser chaotic system to initial conditions is used 
to enhance the secret key space and its sensitivity. At the same time, this work combines BP 
neural network and Arnold transform to effectively reduce the correlation between adjacent 
pixels of the image and improve the performance of resisting statistics and sensitive attacks. 
By comparing and analyzing the security with other encryption algorithms, it can be seen that 
the algorithm proposed in this work has high security. Therefore, this algorithm is suitable for 
secure communications to protect the secure transmission of digital image information on the 
Internet and has good practical significance and application prospects. 
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