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Abstract. With the upgrading of mobile phone equipment, automatic detection of 

mobile phone film defects has been paid more and more attention in industrial 

production quality. Mobile phone film defect detection is a huge workload and 

challenging problem. Traditional methods can also detect some industrial 

identification defects, but these methods can only detect defects under specific 

conditions, such as obvious defect outline, strong contrast, low noise conditions. 

The defect detection method of mobile phone film proposed in this paper is to 

locate the target area with input images obtained from the industrial 

environment, remove the background, and then classify them into their 

designated classes through convolutional neural network. Experimental results 

show that this method can meet the robustness and accuracy of mobile phone 

film defect detection. 

Keywords: Mobile phone film; Target location; Convolutional Neural Network; 

Defect detection. 

1   Introduction 

Mobile phone film defect detection is an extremely important part of the operation for 

manufacturers, of course, manufacturers also make a lot of efforts on defect detection and 

quality control. In the photos of mobile phone film surface, problems such as strong reflection, 

background noise and difficult observation of defects are likely to occur, which increase the 

difficulty of detection. Figure 1 shows an image of mobile phone film defect. 

It can be seen from Figure 1 that although there are friction trace defects, the background 

noise is complex and the reflection is strong, which poses a great challenge to the detection of 

mobile phone film defects. In recent years, machine vision-based methods can overcome 

many man-made shortcomings, such as low detection accuracy and poor performance, and 

have become a new research method for trend surface defect detection. Real time, high 

subjectivity and high work intensity. These inspection systems based on machine vision 

appear in many industrial applications, such as steel strip inspection [1.2]. 
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Fig. 1. Mobile phone film defect image. 

Liquid crystal display (LCD) [3], organization inspection [4.5], aluminum profile [6], 

railway track inspection [7], food inspection [8], optical component inspection [9]. The 

application of machine vision technology on surface defects has been extensively studied and 

tested. The traditional image processing method is based on the detection of local abnormal 

image pixels to solve the problem of prediction defects, which can be divided into structural 

methods, threshold methods, spectral methods and model-based methods [10]. Structural 

methods include model matching [11] and morphological processing [12]. Threshold methods 

include iterative optimization method threshold [13], OTSU method [14], contrast adjustment 

threshold [15], watershed method [16] and so on. Spectrum methods usually include Fourier 

transform [17] and wavelet transform [18]. Model-based methods include the Gaussian 

mixture entropy model [19]. A method based on machine learning usually includes two stages: 

feature extraction and model classification. Feature extraction includes local binary model 

(LBP) function [1] and gradient direction histogram (HOG) function [20]. Figure 1 is the 

friction defect of the mobile phone film. As can be seen from the figure, the background is 

mostly black with white spots. These methods usually target specific conditions and lack 

adaptability and robustness to the aforementioned detection environment. Mobile phone film 

defect detection is a huge workload and challenging problem. Traditional methods can also 

detect some industrial identification defects. Although these detection algorithms have 

obtained good detection results in all aspects of surface defect detection, they cannot be 

directly applied to the above-mentioned mobile phone film surface detection. In the past 

decade, many researches have been devoted to the application of machine vision technology in 

surface defect detection, and The neural network algorithm is classifying the target, 

classification of natural scenes got good results [21]. A flexible multi-layer deep feature 

extraction framework based on CNN is proposed to detect anomalies in anomalous data sets 

[22].Lin et al. Established a convolutional neural network (CNN) for fault checking of LED 

chips [23]. Defective areas are located using activation-like mapping technology without the 

need for annotation at the human area level. Liu et al. A detection system based on neural 

network detection level (DCNN) has been proposed.  

2   Image preprocessing 

As shown in Figure 1, the defect image of mobile phone film was collected in the 

industrial environment by using an industrial camera. Gaussian smoothing is done to the input 

image, and the density function of one-dimensional Gaussian normal distribution is used： 
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Where   is the mean of   and   is the standard deviation of   . Since each calculation 

takes the current calculation point as the origin,   is equal to 0. Morphological processing is 

performed on the image, and interference factors in the background of the image are removed 

through corrosion and expansion operations. Corrosion is to replace the pixel value of the 

image under the anchor point overlap with the minimum value, and the expansion is to replace 

it with the maximum value on the contrary. Finally, through binarization processing, the gray 

histogram of the image is first calculated. Assuming that the mean value of the gray value is 

130, the mean value is called M. Now arbitrarily select A gray value t, then the histogram can 

be divided into two parts, called A  and  B, respectively, and the average value of these two 

parts is MA and MB. The proportion of the number of pixels in part A to the total number of 

pixels is PA. Same  thing with PB. The inter-class variance given by binarization is defined as： 

𝐼𝐶𝐴  𝑃𝐴 ∗ (𝑀𝐴 −𝑀) + 𝑃𝐵 ∗ (𝑀𝐵 −𝑀)                              （2） 

Since the mobile phone film is easy to distinguish from the image background, through 

the above method, this article first uses Gaussian filtering to smooth the image, and then 

calculates the histogram of the picture to get the pixel threshold of the background and the 

mobile phone film. Use this critical value to apply binarization processing to the mobile phone. 

The membrane and the background can be separated, and then the mobile phone membrane 

can be cut out according to the image. The final picture of the mobile phone membrane 

pretreatment is as follows: 

 

Fig. 2. Binarized mobile phone film image. 

 

Fig. 3. Mobile phone membrane area. 



 

3  Establish convolutional neural network 

Feature pyramid is added to enhance image features while convolutional neural network 

is constructed. The overall neural network structure in this paper is divided into 

CSPDarknet53, SPP and PANet structures. These three parts are combined to finally get the 

defect characteristics of the mobile phone film image. The flow chart of the convolutional 

neural network is shown in Figure 4. The activation function used in this paper is MISH 

function, and the formula of MISH function is as follows： 

𝑀𝑖𝑠ℎ   ∗ 𝑡𝑎𝑛ℎ⁡(𝑙𝑛⁡(1 +   ))                                           （3） 

The MISH function diagram is shown in Figure 5: 
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Fig. 4. Convolutional Neural Network flow chart. 



 

 

Fig. 5. Coordinate diagram of the Mish function. 

In the CSPDarknet53 structure, the convolution kernel is 3*3 with a step size of 1, and 

the convolution is carried out successively to obtain the transformation diagram. In the SPP 

structure, the pooling kernel of 5*5,9*9,13*13 is used to carry out the maximum pooling 

operation, which can greatly increase the receiver field and separate the most significant 

context features. PANet structure has the meaning of repeatedly improving features. 

Upsampling and Downsampling are respectively adopted to realize repeated feature extraction 

to reduce semantic loss. Finally, the acquired feature is detected and recognized. In terms of 

data enhancement, this article uses four images to be spliced in a certain direction, through the 

image flip, color gamut change, and zoom. The great advantage of this is to enrich the 

background of the detection target and also speed up the calculation. And this article also uses 

the learning rate cosine annealing decay algorithm. The learning rate cosine annealing decay is 

shown as follows： 

 

Fig. 6. Learn the cosine function of rate decay diagram. 



 

Table 1.  Convolutional Neurl Network Structure Configuration Table. 

Network structure kernel size Stride 

CSPDarkNet53 3*3 1 

PANet 1*1 1 

SPP 5*5or9*9or13*13 1 

 

The learning rate will first rise and then fall. When it rises, it uses a linear rise. When it 

falls, the simulated cosine function decreases. Repeatedly execute it many times until the 

desired effect is achieved. 

Table 1 can show the parameters of the network in detail. 

Composition of loss Calculate parameters required by loss When calculating loss, it is 

actually a comparison between Y_pre and Y_true: Y_pre is the output of an image after 

passing through the network, which contains contents of three feature layers inside; Y_true is 

the offset position, length, width, and type of the grid (19, 19), (38, 38), and (76, 76) 

corresponding to each of its real boxes in a real image.The final output content of the network 

is the prediction box and its type corresponding to each grid point of the three feature layers. 

Y_pre is the three feature layers respectively correspond to the position, confidence 

degree and type corresponding to the three prior boxes on each grid point after the picture is 

divided into grids of different sizes. For y1, y2, and y3 of the output, [..., : 2] refers to the 

offset relative to each grid point, [..., 2: 4] refers to the width and height, [..., 4: 5] refers to the 

confidence of the box, and [..., 5:] refers to the prediction probability of each category. For 

now, Y_pre is still undecoded. After decoding, it will only look like the real image. Y_true is 

the offset position, length, width, and type of the grid (19, 19), (38, 38), and (76, 76) 

corresponding to each real box in a real image. It still needs to be coded to match the structure 

of Y_pre Loss values need to be processed on three feature layers, taking the smallest feature 

layer as an example. 

The calculation steps of loss are as follows: 

(1). Use Y_true to extract the position of the point (m, 19, 19, 3, 1) and its corresponding 

category (m, 19, 19, 3, 80) of the real target in the feature layer. 

(2). After the prediction value of prediction is output and processed, the predicted value 

of reshape is Y_pre and shape is (m, 19, 19, 3, 85). And x y, w h decoded. 

(3). For each picture, calculate the IOU of all the real boxes and prediction boxes. If the 

coincidence degree of some prediction boxes and real boxes is greater than 0.5, it will be 

ignored. 

(4). Calculate CIOU as regression loss. Here, only regression loss of positive samples is 

calculated. 

(5). The loss for calculating confidence is composed of two parts. The first part is that 

there is actually a target, and the confidence value in the prediction result is compared with 1; 

In the second part, there is actually no target. In the fourth step, the value of its maximum IOU 

is compared with 0. 

(6). Calculate the loss of the predicted category, which calculates the gap between the 



 

predicted class and the real class where there is a target in fact. 

The actual existing box, the value of the confidence in the prediction result is compared 

with 1; For boxes that do not actually exist, the confidence value in the prediction result is 

compared with 0. In this text, the boxes that do not contain the target that are ignored are 

removed. The actual existing boxes, and the comparison between the predicted results and the 

actual results. 

IOU is the concept of ratio, which is insensitive to the scale of the target object. However, 

the regression loss optimization of commonly used BBOX and IOU optimization are not 

completely equivalent, and ordinary IOU cannot directly optimize the non-overlapping part. 
The CIOU will get the loss value. 

Therefore, some people propose to directly use CIOU as regression optimization loss, 

and CIOU is a very excellent idea. CIOU takes into account the distance between the target 

and anchor, overlap rate, scale and penalty items, which makes the target box regression more 

stable and avoids problems such as divergence in the training process like IOU and CIOU. 

The penalty factor takes into account the comparison between the length and width of the 

predicted box and the aspect ratio of the target box. Formula is as follows: 

        −
  (     )

  
−   ⁡                                                (4) 

  (     )  respectively represent the Euclidean distance of the center point of the 

prediction box and the real box. C represents the diagonal distance of the smallest closure 

region that can contain both the prediction box and the real box. 

4  Experiment 

In actual industrial production line, the images are fewer defects, and the image 

acquisition and tags require manual operation, so we choose 400 images as the data set, 

through the image preprocessing operations intercept membrane partial area to keep the 

mobile phone, then the image according to the ratio of 9:1, 360 images as the training set, the 

rest for the prediction set. This article uses labelimg image annotation software to mark the 

training set of mobile phone film separately, mark the friction marks in the mobile phone film 

defect as 01, frame it with a box, and save it in xml format. These images were then input into 

the established convolutional neural network for training. In order to evaluate the detection 

results, we used IOU and precision to quantitatively evaluate the performance of the two 

subtasks.  

For the split task, IOU is defined as: 

𝐼  ( 𝑀  𝑀)  
    ((     )

    (     )
                                           (5) 

Where FM represents Friction Marks, and SM represents Scratch Marks. The accuracy is 

used to quantitatively evaluate the performance of classification tasks, and the calculation 

formula is as follows: 

  𝐴    𝑎   
  

     
                                                   (6) 

From the second step, we can obtain the prediction results of the three feature layers, 

whose shapes are (N, 19, 19, 255), (N, 38, 38, 255), and (N, 76, 76, 255) respectively, 

corresponding to the positions of three prediction boxes on the grid of 19x19, 38x38, and 

76x76 for each graph. However, this prediction result does not correspond to the position of 

the final prediction box on the picture, which can only be completed by decoding. The three 

feature layers divide the whole map into grids of 19x19, 38x38 and 76x76 respectively, and 



 

each network point is responsible for the detection of a region. We know that the prediction 

results of feature layers correspond to the positions of three prediction boxes. We first reshape 

them, and the results are (N, 19, 19, 3, 85), (N, 38, 38, 3, 85), (N, 76, 76, 3, 85).The 85 in the 

last dimension contains 4+1+80, representing X_offset, Y_offset, H and W, confidence, and 

classification results, respectively. 

The decoding process is to add each grid point with its corresponding X_offset and 

Y_offset, and the result is the center of the prediction box. Then, the length and width of the 

prediction box are calculated by combining the prior box with H and W. So that gives you the 

position of the entire prediction box. 

Where TP and FP represent the number of defect areas correctly and incorrectly 

classified into their own categories. Of course, score sorting and non-maximum inhibition 

screening are also needed to pick out the score of each category that is greater than the set 

score. Then, non-maximum inhibition is carried out by using the position and score of the box, 

and the position of the defect can be framed finally. 

Both of which are accurately framed, and 01 represents the friction mark defect. Through 

the overall measurement of the accuracy of defect location and defect recognition, it is found 

that the accuracy of defect prediction is 98%. And there is only one defect of friction mark in 

the picture, and there are many interference factors, which have a greater impact, but In 

general, this method has a good effect in predicting defects. 

The result of the test is shown in Figure 7： 

 

 

Fig. 7. Detection effect diagram. 



 

5  Summary 

In this paper, a new convolutional neural network (convolutional neural network) 

structure, combined with image preprocessing operation, is proposed for defect detection of 

mobile phone film in industry. By improving the convolutional neural network structure can 

exactly detect the defects on the membranes of the mobile phone and recognition, using 

industrial acquisition data sets, forecast data, the test results show that this method can 

effectively detect the defects, visualization and quantitative experiments have shown that the 

method can satisfy the requirement of complicated industrial environment. However, one 

limitation of this method is that it requires a large number of people to manually mark, which 

will take a lot of time and expense. In the future, we need to improve industrial equipment to 

automatically mark the defects of mobile phone film images and reduce a lot of unnecessary 

costs. 
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