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Abstract: Since the 1990s, the frequent occurrence of systemic financial risks 
culminating in financial crises has had a serious impact on the economies and financial 
systems of all countries. Systemic risk analysis has become a very important task for 
most central banks in the wake of the global financial crisis (GFC). The sudden and 
destructive nature of systemic financial risks requires that we should pay attention to the 
foresight of systemic financial risks. In this study, based on establishing a system of 
systemic financial risk characteristics indicators in China, we construct machine learning 
models of random forest and support vector machine to warn systemic financial risks in 
China, and compare the warning effects of the two models using confusion matrix, ROC 
curve (Receiver Operating Characteristic Curve) and dynamic warning analysis, and The 
main factors that drive up the level of systemic financial risk in China are identified. 
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1 INTRODUCTION 

Because indirect financing dominates in China and the banking sector plays an integral role in 
the overall economic system, the banking sector is the key area of significant financial risk in 
China. It is inevitable that instability in the banking sector will result in significant losses for 
other economic institutions. The country's systemic financial risk prevention should be 
focused on preventing major risks to banks. A major role in early warning of systemic 
financial risks has traditionally been played by traditional statistical and measurement 
methods. 

Nowadays, with the development of computer parallel computing power and data science, the 
frontier technology of big data has gradually penetrated into various fields and brought 
revolutionary changes to the modern financial industry. Big data analysis methods represented 
by machine learning and deep learning have a series of advantages such as timeliness, 
accuracy, and sample size, which make them well suited for data analysis and information 
processing in the financial field and further enrich the means and tools for systemic financial 
risk early warning [4]. 

BDEDM 2023, January 06-08, Changsha, People's Republic of China
Copyright © 2023 EAI
DOI 10.4108/eai.6-1-2023.2330362



In recessions, neuro-fuzzy models can improve the forecasting efficiency of daily stock 
market data, even though machine learning algorithms are still more effective during crisis 
periods [5]. A 45-year sample of banking systems in developed economies was analyzed to 
compare the out-of-sample forecasting ability of various early warning models, and machine 
learning algorithms were found to outperform Logit methods. A variety of complex patterns 
can be recognized by machine learning algorithms. In developing countries, machine learning 
algorithms can be used to enhance the efficiency of financial markets. The ability of machine 
learning algorithms to identify complex structures and make accurate predictions is attracting 
increasing attention from scholars. The need for intelligent risk warning systems is also high 
among industries and governments. For risk early warning research in financial markets, the 
use of machine learning algorithms will be crucial to building a risk control system. 

Compared with the existing literature on systemic financial risk early warning, the 
contribution of this paper includes two main aspects: first, it adopts the frontier concept of 
"model uncertainty", and through a more standardized research model and analysis process, 
early warning of systemic financial risk of commercial banks is conducted based on big data 
methods such as random forest and BP neural network, and a better prediction model is found 
using model evaluation methods. [1]. Which improves the accuracy and effectiveness of 
systemic financial risk early warning in the banking industry to a large extent. 

2 CURRENT RESEARCH STATUS 

Systemic financial risk early warning techniques based on linear models are widely used in 
academia to detect economic crises and systemic financial risks. Research conducted by 
Chinese scholars using linear models such as FR has led to the establishment of an early 
warning system for major financial risks in China. To construct a capital market tail risk early 
warning system, an analysis of FR, STV, KLR and other early warning models was conducted 
[10]. In recent years, nonlinear models have replaced linear models in systematic financial risk 
forecasting and early warning. This is because linear models are unable to capture nonlinear 
relationships between economic and monetary variables, and they have enhanced early 
warning performance. 

There has been an increasing amount of current research on the use of machine learning and 
deep learning nonlinear models to warn of systemic financial risks in foreign countries, and its 
analytical frameworks and analysis methods have also developed over time. In China, 
however, there is still relatively little research on the use of machine learning and deep 
learning to detect systemic financial risks early on. The purpose of this paper is to address the 
shortcomings of the existing literature by focusing on commercial banks and adopting 
machine learning and deep learning models for early warning analysis of systemic financial 
risks in China. The aim is to make early warning prediction of systemic financial risks more 
accurate and effective. 

2.1 Random Forest 

Random Forest is one of the more widely used and powerful machine learning methods, which 
is good at dealing with various types of prediction problems. Random forest is actually an 
integration of decision trees, which are usually trained by bagging method. Among them, a 



decision tree is an algorithm that uses a tree structure to make decisions, consisting of a root 
node, several leaf nodes and internal nodes, where a leaf node represents a decision outcome 
and each other node represents an attribute test. A random forest is composed of several 
decision trees, and the best decision outcome is determined by voting on the decision outcome 
of each decision tree [2]. The basic idea of the random forest algorithm: k samples are drawn in 
the original training set using the bootstrap method with the same sample size as the original 
training set; k decision trees are built based on the k samples, resulting in k classification 
results; and each record in the k classification results is voted to determine its final 
classification. 

2.2 BP Neural Network 

BP neural network is a large nonlinear network, which simulates the human physiological 
reflex process. BP neural network simulates a large number of "neuron" nodes, in the input of 
a large amount of data, by itself to find the laws and logic between the nodes, and save the 
learning path between the nodes [7]. The concept of BP neural network was first introduced in 
the late 1980s, and its model building process is to explore the intrinsic connections and laws 
through the process of data input and output independently, without setting up the function 
relationship in advance. Through the gradient descent method, the BP neural network 
continuously adjusts its own weights, and when it does not reach a certain error accuracy, it 
reverses the stimulation until the final result meets the error accuracy. 

The main idea of BP neural network is to estimate the error of the previous layer of the output 
layer based on the error after the output, and then use the error of this layer to estimate the 
error. The error of this layer is then used to estimate the error, so that the error estimates of all 
layers are obtained. The error estimate here can be understood as some kind of partial 
derivative, and we adjust the connection weights of each layer according to this partial 
derivative, and then recalculate the output error with the adjusted connection weights. BP 
neural network is a multilayer backward-looking intelligent network trained with error back 
propagation algorithm. 

 

Figure 1  BP neural network model diagram 

2.3 Commercial Banking Systemic Risk 

The Financial Stability Board defines systemic risk as the risk of experiencing a strong 



systemic event, which can occur only as a result of a "systemic event". It is caused by the loss 
of a financial institution and the exposure of an institution with "systemic importance" 
characteristics, the impact of which on other institutions cannot be underestimated. Systemic 
risk arises from the activities of banks, and when the relationship between banks gradually 
forms a network, one bank is affected and the whole banking system is widely affected [8]. The 
problem of systemic financial risk is not limited to the economic and financial spheres of a 
country, even if a country with a modest economy, once financial turmoil is generated it often 
affects the economic and financial situation in other parts of the world. In the accumulation 
phase, systemic financial risks have one of the most important characteristics - they 
accumulate in the upward financial cycle, are insidious and not easily identified. The existing 
study [6] used machine learning techniques such as K-nearest neighbors, random forests, 
support vector machines, Boosting, and regulatory assessment data on bank risks to build a 
UK bank crisis early warning system and compared it with traditional statistical techniques 
such as logistic regression, which found that machine learning techniques significantly 
outperformed traditional statistical techniques such as logistic regression, and in particular, 
random forests performed well and were suitable as a bank algorithmic model of the crisis 
early warning system. 

3 RESEARCH METHODOLOGY 

3.1 Feature Selection and Index System Construction 

In terms of feature selection, in order to control the influence of individual bank characteristics 
and macroeconomic variables on the systemic risk of banks, based on the existing literature, 
the paper selects 11 control variables to establish a systemic financial risk indicator system for 
China's banking industry, taking into account the domestic and international research results 
and the actual national conditions of China. 

Table 1 Commercial Bank Risk Measurement Variables Table 

 



3.2 Model Performance Evaluation Methods 

3.2.1 Confusion matrix and ROC curve 

Confusion matrix and ROC curve to evaluate the goodness of a model requires performance 
metrics, i.e., designing evaluation criteria to measure the generalization ability of the model. In 
machine learning and deep learning classification tasks, confusion matrix and ROC curve are 
more commonly used performance measures [9]. Among them, the confusion matrix is a more 
comprehensive representation of the model evaluation results, which classifies the predicted 
samples based on whether the true values are the same as the predicted values. One row of the 
confusion matrix is used to represent the true category of the sample, and one column is used 
to represent the predicted category of the sample. When the predicted category of the sample 
is the same as the true category of the sample, it means that the model predicts the correct 
classification of the sample. When the sample prediction category is different from the sample 
true category, it means the model predicts the wrong classification of the sample. The ROC 
curve is a common tool for analyzing the classification behavior of models with different 
thresholds. 

Table 2  Confusion matrix example 

 

3.2.2 Cross-validation 

In recent years, cross-validation has been used to select model weights in various model 
settings, including heteroskedasticity linear regression models, linear regression models with 
lagged dependent variables. Cross-validation is a statistical method commonly used in 
machine learning and deep learning to evaluate the generalization performance of models 
through experimental tests, which is more scientific and reasonable than the usual method of 
dividing data into training and testing sets in a single pass [6]. In the cross-validation process, 
the data is generally partitioned several times and multiple models are trained at the same 
time. A common cross-validation method is k-fold cross-validation, where k is an arbitrary 
number that can be specified. 

First, the data set is randomly cut into k disjoint subsets of the same size; then k-1 subsets are 
used as training sets to train the model, and the remaining (held out) one subset is used as a 
test set to test the model; the previous step is repeated for the possible k choices (each time a 
different subset is picked as the test set); thus k models are trained, and the test error is 
calculated for each model on the corresponding test set to obtain k test errors, and a 
cross-validation error is obtained by averaging these k test errors 



 

Figure 2 k-fold cross-validation (k-fold cross-validation) validation schematic 

4 EXPERIMENTAL RESULTS 

In this paper, we use data from 34 commercial banks in China, take 11 indicator variables in 
the systemic financial risk characteristic indicator system of China from January 2019 to 
December 2021 as the input of the early warning mode [3]. Take the sequence of risk early 
warning dummy variables obtained by transforming the results of risk monitoring analysis as 
the model expectation output, divide the data in a random single pass (75% of the data as the 
training set and 25% of the The data are divided randomly in a single pass (75% of the data as 
training set and 25% as test set), and the systematic financial risk early warning models of 
random forest and BP neural network are constructed in JupyterNotebook, which supports 
Python language, respectively. In this paper, 11 indicator variables in the systemic financial 
risk characteristic indicator system of China from January 2008-December 2017 are used as 
the input of the early warning model, and the sequence of risk warning dummy variables 
obtained by transforming the results of risk monitoring analysis is used as the expected output 
of the model, and the data are divided randomly in a single pass (75% of the data as the 
training set and 25% of the data as the test set), and the systemic financial risk early warning 
models of random forest and BP neural network are constructed in JupyterNotebook, which 
supports Python language, respectively. 

Results of static warning accuracy and recall for random forest model, BP neural network 
model. 

Table 3 Model alert accuracy and recall results 

 
 

Through the results in Tables 3, it can be concluded that the early warning effect of the deep 
learning model of BP neural network is better than that of the random forest model, and the 
accuracy and recall rates of the two types of models on the training set are 0.91 and 0.97, 0.95 



and 0.89, respectively. The bp neural network is better than the random forest model with an 
AUC value of 0.965932. The BP neural network model, whose ROC curve is closer to the 
upper left corner of the coordinate system than the model, has an AUC value of 0.986235. 

Table 4:ROC curves of BP neural network 

 

Table 5:ROC curves for random forests 

 

5 CONCLUSION 

This paper employs random forest and BP neural network deep learning models for systemic 
financial risk early warning in China, comparing and analyzing the early warning effects of 
different models, as well as comparing the differences in outcome estimation and prediction 
between traditional econometric models and machine learning and deep learning algorithm 
models, and identifying the main causes that push up the level of systemic financial risk in 
China. 

The study concludes that, first, in terms of various performance measures and prediction 
results, machine learning and deep learning algorithmThe results of ROC curve model 
evaluation and cross-validation show that machine learning and deep learning algorithms 
significantly outperform traditional econometric models.The results of ROC curve model 
evaluation and cross-validation show that machine learning and deep learning algorithm 



models perform better than traditional econometric models. In the future, in terms of systemic 
financial risk early warning, we will continue to optimize and improve the early warning of 
systemic financial risk in China 

In the future, in terms of systemic financial risk early warning, we will continue to optimize 
and improve the early warning model of China's systemic financial risk, and introduce more 
cutting-edge big data analysis technologies such as transfer learning, Meta Learning, 
Explainable AI and other machine learning and artificial intelligence. to continuously improve 
the efficiency and performance of systematic In addition, we will revise the data and methods 
according to the actual needs, and build early warning models that can predict systemic 
financial risks over a longer period of time on the basis of guaranteeing the accuracy and 
credibility of prediction. 
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