
Lung Cancer Diagnosis using a light weight deep
learning model

Mohit Agarwal1, Vivek Mehta1, Rohit Kr Kaliyar1, and Suneet Kumar Gupta1

Bennett University, Greater Noida 201310
26.mohit@gmail.com

vivek.mehta@bennett.edu.in

rohit.kaliyar@bennett.edu.in

suneet.banda@gmail.com

Abstract. Lung cancer is a disease in which lungs get infected by can-
cerous development of cells. This can be caused due to excessive smoking.
However persons who do not smoke may also get the disease in today’s
polluted environment. The symptoms of lung cancer can be cough which
does not cure, blood in cough, pain in chest, loosing weight. etc. The
CT scans are used to diagnose type of cancer for their corresponding
treatment. Generally lung cancer can be classified into 3 types of cancer:
Adenocarcinoma, Squamous cell carcinoma, and Large cell carcinoma.
To avoid any mis diagnosis machine learning and deep learning methods
are very helpful to classify the exact type of cancer and whether it is
present or not. Machine Learning methods such as Decision Trees (DT)
and Random Forest (RF) gave very good performance with RF giving
97% accuracy. Similarly Convolution Neural Networks (CNN) such as
Mobilenet and VGG19 were tested to give an accuracy of 78.12% and
81.25% respectively. A three layered CNN was also proposed to give an
accuracy of 89%. Compressed MobileNet accuracy could be enhanced to
96.5%.

Keywords: CNN · Compression · Lung Cancer · Acceleration.

1 Introduction

Lung cancer being a leading cause of death in all countries worldwide [1] with
cancer classified into different types of carcinoma, it is important to diagnose
the disease early without physician’s difference of opinions.

With new IoT edge devices [2] taking a lead role in computer industry, it is
important to make a compressed version of heavy models without loss in per-
formance. This was accomplished in this research using a Differential Evolution
(DE) based approach [3].

Several recent research articles show the usage of CNN for image classification
in various fields [4–10]. Numerous other research works also show the usage of
different type of CNN: UNet, SegNet, FCN, etc. for the segmentation of desired
image portions [11–13]. In multiple other research articles usage of CNN for
human disease diagnosis is also found [14–16].
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Recently research has started for the compression of deep neural networks
using meta-heuristic techniques [17–23].

Chaunzwa et al. [24] showed that using VGG16 based CNN an AUC of 0.71
can be obtained with dataset of 51 patients and two classes: adenocarcinoma
(ADC) and Squamous Cell Carcinoma (SCC). Authors also showed that k-NN
can also give an AUC value of 0.71.

Wang et al. [25] have proposed a CNN based on VGG16 by replacing last
dense layers with their own dense layers of size 1024 and removing padding in
the layers. Authors have shown an accuracy of 97.3% on their own dataset and
AUC of 0.856 on a public dataset.

Yang et al. [26] have demonstrated that for a six class classification using
EfficientNet-B5 a maximum AUC of 0.978 could be obtained using a dataset of
six classes: three types of carcinoma, tuberculosis, pneumonia, and normal lung.
Authors tested with ResNet50 also and found EfficientNet to give better results.

The article’s major contributions are:

– The article helps in effectively diagnosing type of lung cancer from CT scan
images.

– The paper also discusses usage of Differential Evolution for compression of
heavy CNN models.

– A four objective fitness function was designed for good results of DE.

The rest of paper is laid out as shown in Figure 1.

Fig. 1. Layout of the paper.

2 Material and methods

2.1 Lung Cancer CT scan dataset

The lung cancer dataset was obtained from a kaggle challenge posted by Mo-
hamed Hany [27]. Samples of four classes of this dataset are shown in Figure 2.
The infected part of lung is clearly indicated by a red arrow.

Description of dataset is shown in Table 1. Since the number of images was
small hence these were augmented to create new images from existing images by
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a random amount of rotation between -10◦ and 10◦. This helped in balancing
the images in 4 class so that results will not be biased for any particular class.

Fig. 2. Sample images for three types of lung cancer and normal CT scan.

2.2 Architecture of CNN

A simple CNN was proposed to diagnose lung cancer. Input layer resized the
input images to size 256 × 256. In the proposed CNN an input convolution layer
of 64 filters was followed by a max-pooling layer which was followed by two
similar combinations and at the end 2 fully connected layers were present of size
128 and 4. The design of CNN is shown diagramatically in Figure 3.

3 Results of experimentation

Three pre-trained CNN models namely: InceptionV3, MobileNet and VGG19
were trained on training data for 100 epochs after loading imagenet weights.



4 Mohit Agarwal et al.

Table 1. Dataset details.

Class Number of images Augmented images

Adenocarcinoma 326 1000
Large cell carcinoma 163 1000
Normal 159 1000
Squamous cell carcinoma 252 1000

Fig. 3. Proposed CNN architecture.

The dataset was randomly split into 80:10:10 ratio corresponding to train, val-
idation and testing. The proposed CNN was also executed on the same dataset
in a similar fashion and accuracy of each model was recorded. The accuracies
obtained with different CNN models is shown in Figure 4. It clearly shows best
performance was given by proposed CNN. Since pre-trained models were de-
signed for the ILSVRC 1000 class challenge their architecture was huge and
complex, hence they were compressed using a meta heursitic based approach of
Differential Evolution as explained in next section.

Fig. 4. Bar graph depicting the accuracy of different CNN models.
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The activation images of a sample Large cell carcinoma image are shown in
Figures 5, 6 and 7. As seen as we go deep in the network more complex features
are extracted from the input images to classify them correctly.

Fig. 5. Activation image for a sample lung cancer image from 1st conv2D layer.

3.1 Machine Learning

Traditional machine learning models such as: SVM, DT, LR, k-NN, LDA, Naive
Bayes (NB), RF were utilized to train and test the models. The augmented
dataset was split at run time in training and testing in 90:10 ratio. A combina-
tion of 3 handcrafted features was used to execute these models. The maximum
accuracy was obtained with Random Forest equal to 97% with a combination of
all three features. A short description of three features is as given below:

– HSV: These features use the HSV transform of RGB images and then form
a histogram of these 3 values.

– Haralick: These features uses GLCM matrix based calculations and help in
getting the texture of images.

– Hu-moments: These features are based on moments of objects in images
which are not dependent on orientation or size of objects.

The statistics of performance comparison for machine learning models using
different features set is presented in Table 2. The performance is also compared
in form of Receiver Operating Characteristic Curves (ROC) which shows Area
Under Curve (AUC) metrics was best for Random Forest classifier as shown in
Figure 8, 9, 10, 11 and 12.
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Fig. 6. Activation image for a sample lung cancer image from 2nd conv2D layer.

Fig. 7. Activation image for a sample lung cancer image from 3rd conv2D layer.
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ä
ıv
e
B
ay
es

1
4

2
8
6
1
0
0

0
0
.2
8
5

0
.0
4
6
6
6
7

1
0
.2
5
9
0
6
7

0
.0
8
9
1
7
2

R
a
n
d
o
m

F
o
re
st

2
8
9
1
1

9
3

7
0
.9
5
5

0
.9
6
3
3
3
3

0
.9
7
6
3
5
1
0
.8
9
4
2
3
1

0
.9
6
9
7
9
9

H
S
V
,
H
a
ra
li
ck
,
H
u
-m

o
m
en

ts

S
V
M

7
9

2
2
1
1
0
0

0
0
.4
4
7
5

0
.2
6
3
3
3
3

1
0
.3
1
1
5
2
6

0
.4
1
6
8
8
7

D
ec
is
io
n
T
re
e

2
8
2
1
8

8
6

1
4

0
.9
2

0
.9
4

0
.9
5
2
7
0
3
0
.8
2
6
9
2
3

0
.9
4
6
3
0
9

L
o
g
is
ti
c
R
eg
re
ss
io
n
2
2
2
7
8

4
4

5
6

0
.6
6
5

0
.7
4

0
.7
9
8
5
6
1
0
.3
6
0
6
5
6

0
.7
6
8
1
6
6

k
-N

N
2
7
8
2
2

8
1

1
9

0
.8
9
7
5

0
.9
2
6
6
6
7

0
.9
3
6
0
2
7
0
.7
8
6
4
0
8

0
.9
3
1
3
2
3

L
D
A

2
2
7
7
3

5
6

4
4

0
.7
0
7
5

0
.7
5
6
6
6
7

0
.8
3
7
6
3
8
0
.4
3
4
1
0
9

0
.7
9
5
0
9
6

N
ä
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Fig. 8. ROC curve for ML models with HSV features.

Fig. 9. ROC curve for ML models with Haralick features.
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Fig. 10. ROC curve for ML models with Hu moments features.

Fig. 11. ROC curve for ML models with HSV and Haralick features.

4 Compression of CNN

As explained in previous section the pre-trained models possess a big and com-
plex architecture, hence they were compressed using DE algorithm. The original
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Fig. 12. ROC curve for ML models with HSV, Haralick and Hu-moments features.

size for pre-trained models was 163,710 KB for InceptionV3, 217,642 KB for
mobilenet, and 211,421 KB for VGG19. The proposed CNN was only 838 KB.
The compression of these models can help to deploy these models on tiny edge
devices for developing robotic devices as these devices have limited memory.

4.1 Differential Evolution

Differential Evolution was proposed by Storn and Rice [3] in 1997 based on
human evolution over a period of several ages. A pool of vectors is created
initially equal to the number of hidden units in any CNN model with random
0 and 1 as the vector elements. The population pool is chosen as consisting of
100 random vectors. In next step iteratively for each target vector 3 different
vectors are randomly chosen and a new vector is created using the equation 1.
The value of F is chosen as 0.5.

vnew = v1 + F × (v2 − v3) (1)

The new vector and target vector is then recombined by generating a random
value between 0 and 1 for each vector position. If this value is more than a
recombination factor chosen as 0.7 then value is picked from new vector else it
is chosen from target vector. Thus a entirely new trial vector is created. Then
based on fitness criteria a decision is made to retain the old target vector or newly
created trial vector in the population pool for next iteration. After either the
difference in best population pool vector fitness value does not change by more
than 0.00001 or maximum 100 iterations have not been performed the iterations
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are continued. After exiting from this loop the best vector with best fitness value
is returned from the algorithm which helps to decide which nodes to retain and
which to remove in compressed model. The fitness function is based on a sum of
4 performance metrics namely precision, recall, F1-score and accuracy as shown
in equation 2. The objective is to maximize this value in the compressed model
so that compression will not reduce the performance.

Maximize(X) = Accuracy + Precision+Recall + F1−score (2)

The equation for Accuracy is given by:

Accuracy =
TP + TN

TP + FP + TN + FN
(3)

The equation for Precision is:

P =
TP

TP + FP
(4)

The equation for Recall is:

R =
TP

TP + FN
(5)

The formula for F1-score is:
The equation for Precision is:

F1−score =
2 ∗ P ∗R
P +R

(6)

4.2 Compression statistics

The compressed model size and accuracy is compared in Table 3.

Table 3. Differential Evolution based compression statistics.

CNN Model
Initial
Size (KB)

Final
Size (KB)

Initial
Accuracy (%)

Final
Accuracy (%)

InceptionV3 163,710 94,637 77 78.3
VGG19 211,421 107,767 81.25 80.37
MobileNet 217,642 51,543 78.12 96.50
Proposed Model 29,123 17,257 89 87.8

As seen the MobileNet compression increased the accuracy by 17.38%. This
is due to the fact the fitness function used performance metrics for checking the
fitness of compressed model design. For other models also the performance was
not impacted much due to compression.
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4.3 Discussion

Inspired by good results on MobileNet the compressed model was compressed one
more time with space reducing to 11,134 KB and accuracy still remaining high
equal to 95.5%. In yet another effort to compress the model the size was reduced
to 2,743 KB but the performance of model dropped below original MobileNet
accuracy. The model performance was enhanced as in each iteration the fitness
function was trying to find the nodes which were hindering in accuracy and
dropping them which produced good performance of the compressed model.

5 Conclusion

Lung cancer is a deadly disease and the diagnosis of the type of lung cancer is
very important for the corrective treatment in a timely fashion. This research
focuses on classification of type of lung cancer using transfer learning with three
pre-trained CNN models and learning from scratch on a proposed CNN. The pro-
posed CNN gave best performance of 89%. However mobilenet accuracy could
be boosted even to 96.5% by compressing its size using Differential Evolution.
The machine learning methods were also tested to find the best model for clas-
sication of lung cancer CT scan images. Random Forest classifier was found to
give the best accuracy of 97% using Hu-moments, Haralick and HSV histogram
as features. The study also explores usage of Differential Evolution for the com-
pression of heavy CNN models. This study can be extended in future for the
usage of other pre-trained models for other human diseases.
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