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Abstract

Surveillancesystemhas beenappliedin providing public security for many complex placeslike railway stations,bus
stops, etc. In most cases, human object detection is an important task in surveillance system. In the case that h
are occlusionor outdoor environment,humanobjectsdetectionis a challengingproblem.In this paper,we proposea
method to implement for human object detection based on context awareness in new wavelet generation domai

environment.We use curvelet transform basedon context awarenessombinedwith supportvector machinesas a
classifier for human detection. The proposedmethod was testedon a standarddatasetlike PEST2001dataset.Fo
demonstratingthe superiority of the proposedmethod, we have comparedthe results with the other recent method
available in literature.
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1. Introduction algorithm. Most object detection algorithms developed base
on machine learning methods [3].

Surveillance system has been applied for providing In the applications of computer vision, the problem is
public security in many complex places like railway how we can know which objects are moving, and which
stations, bus stops, etc. However, most of the advancemenibjects are background. There are many methods for solving
in computer vision are less to apply in actualthis task such as: temporal median filter, mixture of
implementation of surveillance system. Human objectGaussian, kernel density estimation, statistical methods,
detection is an important task in surveillance system. In theemporal differencing method, etc. The major problem
case that the human objects are occlusion or outdo@xisted in these methods is the computational cost as well as
environment, human objects detection is a challengindnigh memory requirements.
problem. Human object detection algorithm must work Temporal median method involves calculating the
under real-time constraints, natural conditions, differenimedian value of the previous frame in a video sequence to
sizes of human objects, etc [10, 23]. Feature selection arebtablish a background model for background subtraction
machine learning are the key components in any detectiomethods. The drawback of the method temporal median
- filter is the relatively low accuracy. To overcome this
Corresponding Author. E-mail: nthinh@hcmut.edu.vn drawback, the method proposed temporal median filters the
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background model is used to find out the foreground. Thi€CT). In this section we explain what curvelets are, how
background model was built by learning through nthey are constructed, and what their main properties are.
consecutive frames. Pixel value at position (x, y) of the Curvelets are basically 2D anisotropic extensions to
background model is built by selecting the median of mwavelets that have a direction associated with them. Similar
frame at position (x, y). Background subtraction methodso wavelets, curvelets can be translated and dilated. The
detect moving object from the difference between thanisotropic scaling relation is a key difference between
current image and a background image model. wavelets and curvelets. The parabolic scaling is also a key

In the past, many algorithms have been built for objedngredient to prove that curvelets remain localized in phase-
detection. Lowe [4] used scale invariant feature transform apace under the action of the wave operator provided the
a feature descriptor for object recognition. Lu [5] proposed medium is smoothed appropriately prior to propagation [6].
visual feature for object classification based on binary The idea of curvelets [11, 17] is to represent a curve as a
pattern. Dalal [6] proposed histogram of oriented gradierguperposition of functions of various lengths and widths
(HoG) as a feature descriptor for object detection. Cao [€beying the scaling lawidth = lengtt?. This can be done by
proposed a method by extending the HoG to boosting Ho€rst decomposing the image into subbands, i.e separating
feature. All the methods discussed above have locdhe object into a series of disjoint scales; then, each scale is
advantages or disadvantages depending on the features tha@alyzed by means of a local ridgelet transform.
have used [10, 23]. Curvelets are based on multiscale ridgelets combined

Yu [8] proposed wavelet method for visual classificationwith a spatial bandpass filtering operation to isolate different
This method uses real valued discrete wavelet transforracales. The bandpass is set so that the curvelet length and
Real valued wavelet transform has three major problemsuidth at fine scales are related by the scaling Vedth =
lack of shift sensitivity, poor directionality and lack of lengt? and so the anisotropy increases with decreasing scale
strong edge detection [11]. This drawback affects théke a power law. There is a very special relationship
process of feature selection. To increase the ability tbetween the depth of the multiscale pyramid and the index
identify objects, we use curvelet transform to overcomef the dyadic subbands. The side length of the localizing
these problems. windows is doubled at every othdyadic subband, hence

In this paper, we propose a method to implement fomaintaining the fundamental property of the curvelet
human object detection based on context awareness in nénansform which says that elements of length alif
wavelet generation domain in an outdoor environment. Wserve for the analysis and synthesis of thesjbband[2,
use curvelet transform based on context awarenegs?].
combined with support vector machines as a classifier for Like ridgelets, curvelets occur at all scales, locations, and
human detection. The proposed method was tested onogentations. However, while ridgelets have global length
standard dataset like PEST2001 dataset. For demonstratiaigd variable widths, curvelets in addition to a variable width
the superiority of the proposed method, we have compardthve a variable length and so a variable anisotropy does.
the results with the other recent methods by Lu [5] and The length and width at fine scales are related by the
Renno [9]. We use three different performance metricsscaling lawwidth = lengtt¥ and so the anisotropy increases
average classification accuracy, true positive rate (recalljyith decreasing scale like a power law. Recent work [17]
and predicted positive rate (precision) for this comparisorshows that the thresholding of discrete curvelet coefficients
The rest of this paper is organized as follows: in section Drovided near optimal N-term representations of otherwise
we described the basic of curvelet transform and itsmooth objects with discontinuiti€$ along curves.
advantages for human detection. And details of the feature The curvelet dictionary is a subset of the multiscale
selection, support vector machine classifier for humamidgelet dictionary, which allows reconstruction. The “a
detection are presented in section 3. In the section 4, vous” subband filtering algorithm [11, 17] is especially
proposed the method for human object detection based arell-adapted to the needs of the digital curvelet transform.
context aware in curvelet domain. The results of proposethe algorithm decomposes anby n imagef(x, y) as a
method are given in section 5 and conclusions in section 6.superposition of the form

J
| (xy=g(xN+D w(xy) )
2. Curvelet transform and its advantages e

for human detection wherec; is a coarse or smooth of the original imdge y)
andw, represents the details loh at scale2’-.
In wavelet theory, one uses a decomposition into dyadic
2.1. Curvelet transform subbands[2/, 2*1]. The basic process of the digital
realization for curvelet transform is given as follows [17]:
(1) Subband DecompositiokiVe define a bank of filterBy,
Real valued wavelet transform suffers from three major  (As, s>0). The imagef is filtered into subbands with a
problems: lack of shift sensitivity, poor directionality and trous algorithm
lack of strong edge detection. E Candes [17] proposed a f - (Pf,AfA,f,
solution to overcome these problems by curvelet transform

..... ) )
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The different subbandasf contain details abou?s

wide. 3. Feature Selection and support vector

(2) Smooth Partitioning Each subband is smoothly machine classifier for human detection
windowed into “squares” of an appropriate scale.

At - (WoB F) g 3)
where wg is a collection of smooth window localized around

dyadic squares. Fedure selection is to select a subset of input variables

Q=[k/2°%(k+1)/2x[k/2°,(k+1)/Z] (4 with no predictive information by eliminating features. It
can significantly improve the comprehensibility of the
resulting classifier models. A feature is a function of one or

3.1 Feature Selection

(3) Renormalization Each resulting square is renormalized

to unit scalcf more measurements computed so that it quantifies some

Q :(TQ) (V\bAsf), QU Q (5) significant characteristics of objects [15]. In any object
where (Tof)(x, %) = 25f(2x - ki, 2% - k) is a detec_tion algorithm, the selection of appropriate feature_ is
renormalization operator. very important. We see that the performance of detection

(4) Ridgelet Analysis Each square is analyzed in theWill increase if the correct feature is selected for detection
orthonormal ridgelet system. This is a system of basi@lgorithm. In our proposed work for human, we have used

elementg; making an orthonormal basis f#(R?): curvelet transform coefficients as a feature set. We have
_ taken combination of two different features — curvelet
a, _<9Q’ pA> (6)  transform and support vector machines. A brief description

We see that the performance of vehicle tracking willof these two features and why they are useful for human
increase if the correct feature is selected for trackingbject detection are described in subsection 2.2 and 3.2
algorithm. In our proposed work, we have used curveldiespectively.
coefficients as a feature set.

Human object detection is a problem where the objects.2 Support vector machine classifier for
may present in translated as well as rotated form amoriguman detection
different scenes. Curvelet transform has the time-frequency-
localization and multiscale properties of wavelets. It offers a syport vector machines (SVM) include associated
high degree of directionality and anisotropy. Therefore, th@sarning algorithms that analyze data and recognize patterns,
properties of curvelet transform will be useful for humansed for classification and regression analysis in machine
detection. learning. SVM can efficiently perform a non-linear

classification, implicitly mapping their inputs into high-
2.2 Advantages of curvelet transform for dimensional feature spaces.
human detection SVM is a popular classifier. The classifier objects are into
two categories: object and non-object data [13]. In here, we

Curvelet transform is useful for human detection due tdéletect two types: human and car object.
its following properties: An n-dimensional object x has n-coordinates.

The curvelet transform is a multiscale transform with X= (X, %) Xpeenens %)
frame elements indexed by location, scale and orientation . '
parameters, and have time-frequency localization propertiwere’ eacty, OR fori=1, 2, 3,....r-
of wavelets but also shows a very high degree of Each objectxbelongs to a clagspf{-1,+3. Consider a

directionality and anisotropy. Curvelets provide optimallyy aining set T of m patterns together with their classes,
sparse representations of objects which display curve-

punctuated smoothness except for discontinuity along a T ={(X1’ yl) ’( %0 yz) ""7( X yn)}

general curve with bounded curvature. Such representatioand a dot product space S, in which the objects are

are nearly as sparse as if the object were not singular and ; <

turn out to be far sparser than the wavelet decomposition anbeddedxl’xz"'."")g“ U< .

the object. Any hyperplane in the space S can be written as:
Boundary curvelets that are aligned with a boundary {xD S| wxt+ b= O} , Wil § |

edge mostly respond to the artificial discontinuity created b¥'he dot product w.x is defined by [10]:
periodization. Boundary curvelets misaligned with respect to ' .
the boundary edges are assigned big coefficients when th
respond to geometrical structure on the opposite side of t

image, across the edge. The curvelet coefficients are direc

calculated in the Fourier space. In the context of the ridgel

transform, this allows avoiding the computation of the 1-Dr
inverse Fourier transform along each radial line.

If there exists at least one linear classifier defined by the
dir (w, b) which correctly classifies all objects as shown in
ure 1 then a training set of objects is linearly separable
§]. The linear classifier is represented by the hyperplane H
X + b = 0) and defines a region for class +1 and another
egion for class -1 objects (figure 1).
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A contextual feature vector can be extracted for each object

T e > Class 1 in a training set.
‘! * Class 2 g

Context awareness
at Camera
Detecting Extracting
moving features
Tl 1,79, . objects :
% W] * Video > N Mo?on based | |
_ . ; . eatures
Figure 1. Linear classifier [10] defined by the (Curvelet filter Shape based
hyperplane H
features
After training, the classifier is ready to predict the class vari  ontical
membership for new objects, different from those used in ( a;:ir\)vc\?e(::tcag) ica
training. The class of objectxxis determined with the
equation [10]:
+1 if wx +b>0
class( x) ={ _ %
-1 if  wx +b<0 Human objec
Human detection
4. The method for human object detection g
based on context aware in new wavelet Vehicle &
generation domain. (Support vecto
machine)
In this section, we propose a method for human objec

detection. Object detection is hard work. In the past, there
are many methods for this work. Every method ha§igure 2. The overall of the proposed method for
particular strength and drawback depending on the scenes©Object detection
Most of the last methods only used a feature. This work ) o
is not efficient because it is difficult to use simple feature td he overall of the proposed method for object detection is
present the difference types of object such as: shape objedgscribed as figure 2. In the figure 2, the proposed method
moving object, etc. To increasing the accuracy andpr human objgcts dgtection ingludes_three periods: Firstly,
performance of object classification, we can use man?etectmg moving object. In this period, we use curvelet
object features combined together. In here, we used curvef8ter combined with context awareness for detecting moving
filter based on context awareness and combined shape-ba§&ects. After that, we extract the objects from the scenes.
features with motion-based features method for humahhese objects are saved as the blob. Secondly, extracting the
object detection. Most previous definitions of context ardeatures. We calculate the features which depend on aspect
available [18] that context awareness look at who'sfatio, dispersedness and motion-based features such as
where’s, when’s and what's of entities and use thigariance of optical flow vector and context awareness.
information to determine why the situation is occurring.Finally, classifying the objects. We apply support vector
Here, our definition of context is: machines to training the classifier in two classes which have
“Context is any information that can be used toPeen defined: the human and vehicle.
characterize the situation of an image such as: pixel, noise,
strong edge, weak edge in image that is considered relevahtl Detecting moving objects
to the interaction between pixels and pixels, including noise,
weak and strong edge themselves.” A video sequence contains a series of frames. Each frame
In video processing, if a piece of information can be usedan be considered as an image. The common approach for
to characterize the situation of a participant in an interactiormletection of objects consists of three steps: background
then that information is context. Contextual information carmodeling, foreground detection and data validation. The
be stored in feature maps on themselves. Contextualeps of this period are described as figure 3:
information is collected over a large part of the scene. These
maps can encode high-level semantic features or low-level
scene features. The low-level features are image gradients,
texture descriptors, and shape descriptors information [19].
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Videc Frames
(images .
We calculate the bounding rectangle. There are
Movi : minimum rectangle which contain the object area. We save
t()D_VIntg Extracting the location coordinates of the left upper and right lower
objects moving position, the shape-based features are extracted as follows
objects [21]:

Aspect ratio (AR) is the ratio between the width and
height of a rectangular envelope:
Figure 3: The process of the detecting moving object . [
igu p ing moving obj Aspect ratio _height of rectangle

step. width of rectangle
Conplexity of shape (CS): the dispersion is used to

We assume there are only two modes for each pixel in . asure the complexity of an obiect (dispersedness)
single frame: background and foreground. The basic af plexity ) : P
background subtraction method is to compare the frame Dispersedness Derimetef
background with a threshold (T) which we are pre-defined. area
If the difference of a pixel is smaller than T, then it is where, perimeter is the number of boundary pixels of a
background, otherwise, it is foreground. To detect objectgggion containing moving objects and area is the number of
the curvelet coefficients and their statistical values werpixels of the moving objects contained.
extracted as the features of object images. We define a The above shape-based features are useful feature to
discrete warped curvelet transform which goes across tigiscriminate a human from a car. Because the human has the
region boundaries based on context awareness. We compiiere complex shape then they will have a greater dispersion
the image sample values in each region of the partition ardedium.
also describe its implementation together with the inverse
resampling. A warped curvelet transform with a sub-band.2.2 Motion-based feature
filtering along the flow lines is implemented. At the
boundaries, warped curvelet still have two vanishing Theobjects in the context are the dynamic objects. The
moments. The curvelet coefficients of a discrete image afeehavior of the object must be determinated based on the
computed with a filter bank [20]. This method reducedeatures of the object. For example, the human behavior and
computation time  significantly by utilizing the the behavior of the car are not the same. Here, we use
characteristics of high correlation between adjacent framegariance of optical flow vectors. The main idea of the
Because the data are highly correlated pixels in each fram@gethod is to use optical flow vector direction of moving
there are two possibilities for the curvelet element of thebjects over time. Each pixel in a blob will correspond to
consecutive frame will be equal. each vector. This method seeks to change the position of the

The algorithm uses a diagram to check the repetitiveixel from frame ¥ to the next frame (t+) This idea can
element curvelet between two consecutive frames dependibg used to cluster the pixels into the body parts to analyze
on the context aware in video, thereby reducing thée motion of an object. Obviously, the human will have
frequency of calculation of the curvelet calculation. Thesymmetrical limb movement while the movement of the
results have showed that this method improved significantiyhole body of the car is not.
reduces the computation time, and it goes beyond real-time Optical flow methods are used to distinguish which

requirements. objects are flexible and not flexible (rigid and non-rigid).
We see that: a moving of car is hard, and not flexible while
4.2 Extracting features the human walk action is soft, and mobile. The flexible

objects as human [22] have the parts like arms, legs, etc.

The features can base on the shapes, colors, texture am@Ving in different directions so each angle greater than the

motion. The steps of extracting features are described §¥€rage vectors. Therefore, the feature average gradient G of
human is higher average gradient G of vehicle. Because the

figure 4: et ‘ ’ _ .
vehicle is not flexible, they will have typical low gradient G.
Moving Extracting Features Because of the vehicles contain pixels nearly the same. The
objects > the »| computation motion vectors are the same then angle smaller than average
features vectors (nearly 0). Accordingly, the characteristic gradient
G, generated by the movement of human, will be cyclical.

Moreover, depending on the context awareness in the frame,
we can use this method, the moving of people can be

Figure 4: The steps of extracting features c Lall ) |
distinguished from other objects such as vehicle.

After extracting moving objects, we extract the features ] ]
of objects. In here, we use two features: the shape-baséd3 Human object detection

features and the motion-based features
After feature extraction for positive and negative

4.2.1 The shape-based feature datasets, we will train for the SVM classifier. SVM is a
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supervised learning algorithm which is used for dataome images in the collection of data are as follows in figure
classification. SVM is very effective to solve large datab.
dimensionality and solve overfitting problem very well such

as data contain noise and displaced groups, etc. The steps of
objects detection are described as figure 5.
s Extracting of the

features:

+ Aspect ratio

+ Diserpedness

+ Variannce of optical
flow vector

\4

Human object detection
using SVM

Human detection

Figure 5: The process of objects detection using SVM
and features based on shape and motion
Figure 6: Some images [14] in the collection of data.

The main steps in the classification of moving objects
will be implemented as follows: For each dataset, we will extract the features based on

(i) Training for SVM classifier: from the training dataset shapes and motion as the above mention. The process of
containing positive and negative images of the object, wenplementing the training is conducted as follows: select
extract the features based on the shapes (aspect rag@ach rectangle which surrounds the objects detected. The
dispersedness), features based on motion (optical flovesult is a red rectangle, as shown below (figure 7), we will
vector) combine with context aware, and from there to traiproceed to extract the feature vectors in this blob.
SVM classifier.

(i) Object Classification: from the detected object, we
extract the above features and use SVM classifier to
determine whether the object is the vehicle or the human.

4.3.1 Training for SVM classification

For performing classification using SVM, initially, we
must build the model training.
Input: _ _ o Figure 7: Rectangle surrounding the object detected
+ The feature vector of objects in the training dataset.
In here, we use 1420 x 3 matrix, where, 1420 is the Tne feature extraction is carried out as follows:

number of feature vectors in the training dataset, 3 is (i adjust the threshold parameter of optical flow:

the characteristic of the vector. + Human (Optical_Flow_Ths = 0.9) and vehicles
+ Volume label / class for each feature vector of the (Optical_Flow_Ths = 1.2)

training dataset. + Two thresholds value are used to eliminate small
+ The parameters for SVM model: €£(the parameter motions due to noise. So, the threshold to choose
of the kernel function, usually a Gaussian function) depends on the outside environments (context

Output: o aware), the different part of video.
+ Model SVM (Support Vectors, Lagrange multipliers  (jy Extracts features: aspect ratio, dispersedness,
a, parameter b). gradient G in the blob.

The data of this training consist of two files: a data file” after the training phase, we obtain the SVM model.
containing the images of the human and the data set

containing the image of the car. The data set includes a totak 5 14,man object detection
of over 1420 images. This dataset is created by cutting the
area as human and vehicles in videos for training. Here,
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After the training step for the SVM, we use this model to
conduct human object detection.

Input:

+ Vector feature of the object to classify.
+ SVM model

Output:

+ Label / class of the object to be classified.

After extracting the feature vector of the object, we put
this feature into the SVM model to perform object detection.
If the label SVM detection is 1, we will conclude that the
object is vehicle. Otherwise there label is -1, we will
conclude that the object is the human. The results of the
human object detection are displayed in white letters in the
red rectangle (figure 8).

Figure 10: Some videos testing with the camera
angles in four different positions [14].

We test on the data set with the different camera angles,
so it may review all case objects with different shapes. The
video test includes multiple videos with many different
contexts as figure 11.

Figure 8: The result of human object classification
5. Experimental and Evaluation

In this section, we apply the procedure described in
section 4 and achieved a superior performance in our
experiments as demonstrated in this section. For
performance evaluation, we compare the results of the

proposed method with the methods: method proposed by Lu
[5] and Renno [9].

We use the standard dataset PETS 2001 to experiment
and evaluate. PESTS2001 is the video dataset in computer
vision field. The dataset is divided into two groups: Training
and Testing. Here, we use two video in Trainingl (PETS

Di1Trail.avi and PETS D1Trai2.avi) to trainning. Every

video training has length 181s. And using 4 video in Testing
1 (PETS D1Tesl.avi, PETS D1Tes2.avi) and Testing 2
(PETS D2Tesl.avi, PETS D2Tes2.avi) to human detection.
Every video testing has length 162s. These videos have
different views of the same scene surveillance. Two training
videos in Training 1 set the camera angle in two different

locations. Some training video presents as figure 9. a. HJman obJect

Figure 9: Some training videos with different views of
the same scene surveillance [14].

Some video testing in Testingl and Testing2 set with the
camera angles in four different positions (figure 10).
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All above three performance metrics are defined in [10].
In here, we review parameters following:
+ ACA is defined as the proportion of the total number
TP +TN
TP +TN + FP + FN
+ TPR is defined as the proportion of positive cases that
were correctly classified as positive:
TPR (Recall) =
FP +FN
+ PPR is defined as the proportion of the predicted

| -- .-‘-_-"r --
positive cases that were correppRr(precision) =

b. Car object FP + TP

of prediction that was correcACA =

Figure 11: Some objects with different observation

angles [14] Table 2: The results of the classification of objects by

. i SVM classifier for datasets
The program is implemented in Matlab. We use curvelet

filters to detect motion objects with soft threshold. The time
processing is low. Human Vehicle

GroundTruth lassificati lassificati
Video classification classification
. HumarnVehicleg Tr_u_e Fal_s_e Tr_u_e Fal_s_e
Table 1. The result of human detection in real scene positivegpositive| positiveg positives
D1Tesl 9 3 8 1 3 1
Accuracy 91,6|6% | | | |
D1Tes2 11 3 6 3 7 0
The number Thﬁurr];j;]ber Accuracy | 92,85%
Video | human in real detection in Precision D2Tesl 10] 5 ] 7] 2] 9 | 4
scene Accuracy | 93,33%
real scene D2Tes2 | 13] 3 | 12 ] 1] 3 1
D1Trail 31 30 96,78% Accuracy | 93.75%
D1Trai2 34 35 97.08% I\iiﬁracy 93;%1|4% 4] 28] 1] 6] o

The results of human detection in real scene present
table 1. There are the results of detecting moving objec
with training videos PETS D1Trail and PETS D1Trai2. Thdz=a
results obtained in the detection of moving objects ¢
relatively good. All objects are detected. However, som¢
cases the detection of the object will be incorrect such a
for some objects move under the influence of th
environment: air, light, etc.. may be false such as: the tred
have leaves flickering, light changed suddenly,..etc.
Moreover, the system is also difficult to detect objects ver
far from surveillance cameras. Because these objects 3
little change in motion,... BN

The different performance metrics, such as Averagdsss
classification accuracy (ACA), True positive rate (TPR)
(Recall) and Predicted positive rate (PPR) (Precision), a
dependent on four values: True Positive (TP), TN (Trug
Negative), FP (False Positive) and False Negative (FNJ® : —
where [10]: Figure 12: Some results of classification

+ TP is the number of images, which are originally .
positive images and classified as positive images. Tes3 is scenes shot from cameras on the streets. As the

+ TN is the number of images, which are originallyabove ment|0n., the paper classifies two_objects: hyma}n and
negative images and classified as negative images. car. In comparison, table 2 presents object detection in test

+ FP is the number of images, which are Origina"ydataset._ In the table 2, Groundtr_uth 01_‘ the dataset and_ r_esult
negative images and classified as positive images. of classifies for human and vehicles include: true positives

+ FN is the number of images, which are originally@nd false positives. _ _ _
positive images and classified as negative images. The measurement accuracy is defined as follows:
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Human Object Detection Based on Context- Aware in New Wavelet Generation Domain

for object classification in real scenes using curvelet
transform as a feature set. Curvelet allows for a different
number of directions at each scale and aspect ratios. This
Figure 12 presents some results of classification. feature allows an efficient curvelet to have based

Values of all above performance measures have bed@pProximation of a smooth contour at multiple resolutions.

shown in Table 3, for the proposed method and all othdfuman and car object classification is a problem where the
state-of-the-art methods. objects may present in translated as well as rotated form

among different scenes. Curvelet transform has the time-
frequency-localization and multiscale properties of wavelets.
It offers a high degree of directionality and anisotropy.
Therefore, the properties of curvelet transform will be useful
for classification of human and car objects.

In this paper, we apply the SVM classifier with features
based on shape combined with motion-based features.

Total number of True Positive
Total number of Groundtrutt

Accuracy =

Table 3: Values of Performance Measures of the other
state-of-the-art methods

Methods TPR ‘TNAFPR FNR PPR- Average Classification results have showed high accuracy. However,
(Recall (Precision| Accuracy . . :
proposed” (%)[(%) | (%) 0 0 the processing speed is rather slow due to the cost in the
(%) (%) (%) calculation of the characteristics, and training is relatively
Lu [5] 90 | 82[ 15| 12| 90.5 91.25 large. For the SVM model is accurate and efficient, it
Renno [9] 90.5 | 83| 20 | 08| 91.2 93.45 depends a lot on the training data set. This dataset is large
Wavelet enough to be collected objectively. Another important thing
transform is that the result of this method depends largely on the steps
85 76| 17 6| 82.13 81.21 of moving object detection. Thus in the case where the
asa S : Y .
object is detected, the error object classification will be no
feature longer accurate.
Curvelet The proposed approach first trains SVM classifier by
asa 92 89| 16 | 11| 92.15 92.50 using curvelet coefficients of data as a feature set and then
feature classifies testing data into one of the two categories: human
Curvelet and car objects. The proposed method is compared with
combined other methods proposed by Lu [5] and Renno [9].

: Experiments show that the proposed method gives better
with 94 91| 16 | 13| 94.29 96.12 classification results at higher levels of curvelet transform
context and provides better results than other methods. The
aware as proposed method can detect human objects in a complex

a feature background.
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