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Abstract. During the COVID-19 pandemic situation, accessing a chemical laboratory 

becomes problematic. The issues emerge not only for experimentalists but also for 

computational chemists who require additional access to the computer hardware for 

maintenance purposes. As a result, a predictive computational chemistry study is required 

before conducting laboratory research, which necessitates access to the laboratory. 

Therefore, in the present work, an efficient and user-friendly command-line interface 

software is developed to speed up the whole research in the field of Computational 

Chemistry. The software can be installed easily in elastic computing systems, personal 

computers, and other high-performance computing environments. The software employed 

both classical and quantum mechanics to perform fast calculations that could quickly 

predict physical and chemical properties. Therefore, by using the implemented tools, the 

experimentalists can predict possible reaction routes quickly, reducing the time in the lab, 

and thus preventing the virus exposal. 

Keywords: Computational chemistry, quantum mechanics, classical mechanics, density-

functional tight-binding, molecular dynamics. 

1 Introduction 

Pandemic situation is defined as an epidemic condition that is occurring worldwide and thus 

leading to global infections [1] [2] [3]. The current pandemic situation also leads to a 

multidimensional challenge, including the challenge in performing scientific research, 

especially those that require in-vitro experiments [4] [5] and educations [6]. Accessing 

Chemical laboratories has been limited in several countries due to the lockdown. To overcome 

these issues, unnecessary protocols in the laboratory activities should be omitted and reduced 

for the sake of research efficiency. The main idea was previously implemented by developing 

online remote laboratories and various online-based studies [7] [8] [9] [10] [11]. In the 

Chemistry field, the major problem comes from how frequently one accesses the Chemical 

laboratory and performing in-vitro experiments.  
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Such an issue can be solved by performing computational study prior to the in-vitro experiments 

[12] [13]. Structural, energetic, and dynamical properties that are three pillars in Physical 

Chemistry can be calculated easily by using the recently developed free quantum chemical 

calculation packages, such as Orca [1] [15], GAMESS [16], DFTB+ [17], Dcdftbmd [18], and 

xTB [19] [20]. Similarly, free molecular mechanics-based software has also thoroughly 

developed, such as GROMACS [19-27], NAMD, and LAMMPS. Despite many open-source 

packages, managing input files to perform quantum chemical and classical calculations can be 

a high barrier for students or researchers who are not familiar with the software. To minimize 

the difficulty in making routine input files to perform similar computational jobs, a general code 

protocol has been developed.  

The implemented code, namely, simulation protocol environment (SPE) has been developed to 

easily perform simulations and computations ranging from classical to quantum chemical levels. 

At present, the SPE code supports an interface for GROMACS and Dcdftbmd codes. Generally, 

the developed code is inspired by the atomistic simulation environment (ASE) code [28], yet 

with the function to parse minimal commands in the command line interface. In present work, 

the general structure of SPE will be introduced as well as two example cases in performing 

molecular dynamics simulations for sodium-ion battery design and predicting the reaction 

spontaneity.       

2 Methodology 

2.1 Structure preparation for the electrolyte of battery-ion system 

Preparing a good initial structure for the solution system, such as the electrolyte of battery-ion 

system is of importance, especially to ensure the randomness of the initial structure for further 

molecular dynamics simulation in a higher level of theory. In the SPE code implementation, the 

initial structure of electrolyte solution is prepared from two main components, namely, solutes 

and solvent. For the case of battery-ion electrolyte, the solutes only consist of cation and anionic 

species, namely, Li+ and trifluoromethanesulfonate (OTf-) anion. On the other hand, 10 organic 

solvents that are commonly used for lithium-ion battery (LIB) electrolyte were adopted. All 

electrolyte models were prepared as such that the concentration of Li+ in the solution is 1 mol/kg, 

namely, the concentration of the dilute electrolyte model. The user can also change the 

concentration of the electrolyte to create a model of superconcentrated electrolyte solution as 

appear in Ref. 29-32. 

Initially, the electrolyte components were mixed in a cubic unit cell with a certain volume by 

using the modified PACKMOL program. The original program can be obtained in the previous 

work [33] [34].  The volume of unit cells depends on the molal concentrations of the adopted 

electrolyte solution. A series of molecular dynamics simulations at classical level is performed 

in a consecutive way, namely, beginning with energy minimization and followed by 

equilibrations under the microcanonical (NVE), canonical (NVT), and isotherm-isobaric (NPT) 

ensembles. Before performing the above-mentioned simulations, the force-field was 

parameterized by employing the generalized amber force-field (GAFF) format. The GAFF has 

been thoroughly used for describing thermodynamic and transport properties of various 

solutions [35]. After performing the NPT simulation, the mass density of the adopted system 

can be theoretically determined. A good initial structure can play a crucial role in further 



 

 

 

 

 

performing MD simulations by using the supercomputer or personal computer. The above 

protocol was performed by using the SPE code by simply specifying the type of the job, so that 

the user does not require a prior knowledge of molecular dynamics simulations nor the structure 

of the GROMACS input file.   

Coordination numbers and diffusion coefficients can be calculated at classical mechanics level, 

namely, directly from the output files of the SPE program. The output files are generally 

standard GROMACS outputs that consist of trajectories, velocities, and other topological 

information. Diffusion coefficients were estimated based on the following Einstein equation: 

 

𝐷  =   lim
𝑡→∞

⟨|𝑟(𝑡)−𝑟(0)|2⟩

6𝑡
      (1) 

 

In Eq. (1), 𝑟(𝑡)and 𝑟(0)is atomic vector position at time 𝑡 and time 𝑡 = 0 , respectively. To 

reproduce the diffusion coefficients correctly, however, will require more than one independent 

molecular dynamics (MD) trajectories. In the present work, as a case example, the diffusion 

coefficients from two independent trajectories.  

2.2 Quantum chemical calculations for free Gibbs energy calculations 

Gibbs free energy calculations were performed by a prior geometry optimization and Hessian 

matrix calculations. Both calculations were performed by using the Dcdftbmd integrated in the 

SPE code. Presently, the SPE code performance is evaluated for predicting the combustion 

reaction of CnH2n+2 (𝑛 = 1 − 100 ) at high temperature to ensure that all products and reactants 

are in the gas phases. The computational time to compute the free Gibbs energy of combustion 

has been assessed. The Gibbs free energy of reaction was calculated for the following reaction: 

 CnH2n+2 + (3n+1)/2 O2 → n CO2 + (n+1) H2O 

All calculations were performed at quantum mechanical level, namely, by employing the 

density-functional tight-binding (DFTB) Hamiltonian [36] [37] with the DFT-D4 [38] [39] 

dispersion correction. The Dcdftbmd code was used for optimizing and calculating Hessian 

matrices of each molecule involved in the combustion. The Hessian matrices were constructed 

to further calculate the thermal corrections as such that all Gibbs free energy were calculated at 

higher temperature. In this case, the room temperature of 298.15 K was used for calculating the 

vibrational frequencies, which then allowed us to calculate the thermal corrections.     

3 Results and discussion 

3.1 Semi-automatic electrolyte generator for lithium-ion battery application 

The SPE code automatically adjusts the number of solvents and ions in the system simply by a 

command line interface. For this purpose, the user requires to input the type of solvent and 

counter-cation that is used in the present work. Note that the lithium ion was added 

automatically by the antechamber, parmchk2, and tleap combinations [40] [41]. Diffusion 

coefficients of lithium ion, TFSA ion, and the adopted organic solvents were estimated semi-



 

 

 

 

 

automatically with the SPE code with the results shown in Table 1. The diffusion coefficient for 

a more concentrated solution is lower than that of the diluted counterpart. The estimated values 

agree with previous theoretical work that investigates the ion and solvent diffusivity by varying 

the salt concentration [29]. In general, in a dilute solution, the ion diffusions are always lower 

than that of the solvent diffusion, except for the case of VC. As shown in Table 1, increasing 

the concentration of VC from 1 mol/kg to 5 mol/kg also changes the tendency of a faster ionic 

diffusion. An ion-pair formation effect might be the reason behind this phenomenon [29].   

 Table 1. Calculated diffusion coefficients of lithium ion, TFSA anion, and the adopted organic solvents 

in 5 mol/kg electrolyte solutions. The previously estimated values [42] were also shown for 1 mol/kg of 

solutions. All diffusion coefficients are in 10-5 cm2/s units. 

Model Organic solvent DLi DTFSA DSolvent 

1 

mol/kg 

5 

mol/kg 
1 

mol/kg 

5 

mol/kg 
1 

mol/kg 

5 

mol/kg 

#1 Adiponitrile 0.325 0.029 0.359 0.032 0.647 0.088 

#2 Acetonitrile 1.442 0.036 1.653 0.051 4.871 1.120 

#3 Butylene 

carbonate 

0.242 0.012 0.217 0.022 0.339 0.045 

#4 Dimethoxyethane 0.468 0.026 0.631 0.026 1.811 0.102 

#5 Dimethylsulfoxide 0.339 0.033 0.814 0.031 0.816 0.036 

#6 Ethylene 

carbonate 

0.277 0.020 0.224 0.024 0.604 0.052 

#7 Ethylmethyl 

carbonate 

0.394 0.017 0.727 0.017 0.851 0.047 

#8 Propylene 

carbonate 

0.234 0.011 0.483 0.018 0.477 0.047 

#9 Tetrahydrofuran 0.548 0.039 1.152 0.035 2.642 0.088 

#10 Vinylene 

carbonate 

0.752 0.017 0.690 0.018 0.441 0.090 

 

The computational cost to perform the above simulations was not so demanding. To obtain the 

diffusion coefficients as well as all mean-square-displacement (MSD) curves, it only took at 

most 7 minutes. The overall wall CPU time in seconds unit is shown in Figure 1. The wall CPU 

time is dominated by a long production run simulation. A smaller wall CPU time indicates a 

smaller system size. As an example, model #2 exhibits the smallest wall CPU time, which 

indicates that model #2 is the smallest electrolyte model in the present work. It is because the 

ATN molecule is the smallest among the other adopted solvents, thus leading to the fastest 

simulations. The simulations were performed in 8 processors laptop with the random-access 

memory of 8 GB. The simulations can be faster in the high-performance computing system. The 

present semi-automatic protocol helps to automate the same simulations to be consistent and 

free from a human error during input file preparations.  

 



 

 

 

 

 

 

Figure 1. Wall CPU time to obtain the electrolyte model from a series of molecular dynamics 

simulations. The mean square displacement analyses are also included. 

In comparison to another developed software parser, the present implementation is more user 

friendly and relatively straight forward to the properties of interest. As a comparison, ASE is 

known as one of the most powerful software to connect many quantum chemical and classical 

mechanics packages. However, the usage needs a high learning curve, at which the user will 

need to edit their own Python script to perform the simulations. Thus, there will be extra time 

and effort to write their own scripts.  

3.2. Reaction spontaneity predictor at quantum mechanics level 

The combustion reactions of alkanes in general are always spontaneous in nature. However, the 

trend of the reaction spontaneity as the function of n in CnH2n+2 can be varied. Figure 2 shows 

the relation between the number of carbon atoms in the alkanes with the internal energies, 

enthalpy, Gibbs free energy, and entropy of combustion. It is clarified that the number of carbon 

atoms is proportional to all thermochemical properties. The chemical spontaneity, which is 

represented by the Gibbs free energy of combustion, increases as the increasing of the number 

of carbon atoms in the molecule. As shown by the blue and black lines, the enthalpies of 

combustion always have similar value to the internal energy of combustion. Thus, it is safe to 

assume that one can approximate the enthalpy of combustion by simply calculating the internal 

energy of combustion. Gibbs free energy, as shown by the green line, decreases as the 

decreasing number of carbon atoms.    

 



 

 

 

 

 

 

Figure 2. Calculated internal energy, enthalpy, Gibbs free energy, and entropy of combustion as the 

function of the number of carbon atoms (n). 

As shown in Figure 2, it is also noticed that the entropy of combustion does not increase as 

significantly as the other energy terms. As the increasing of the number of carbon atoms, the 

entropy also increases, which leads to the deviation of the Gibbs free energy from the internal 

and enthalpy terms. Since the entropy becomes significantly high, namely up to 16 kJ/mol for 

C100H202, the Gibbs free energy becomes smaller by thousands of kJ/mol than the internal and 

enthalpy terms. The thermochemical properties of 100 alkane molecules as reported herein were 

obtained within a relatively short time. In principle, the analytical Hessian and geometry 

optimizations performed at DFTB took less than 1 minute. In the present case, hundreds of 

quantum chemical calculations only required 10 minutes to be completed. In contrast to this, 

one requires to manually create directories, making hundreds of alkane molecules, performing 

geometry optimizations, and finally calculating the Hessian matrices to get the thermochemical 

properties. Combining all of them together, approximately, one will require more than a day to 

perform such tasks.  

4 Conclusion 

The present work reported a simulation protocol to generate electrolyte solution and perform 

the analyses simultaneously by using a modular Python-based code, namely, the simulation 

protocol environment (SPE). The efficiency of the SPE code is shown by its ability to calculate 

in a relatively short time in a laptop or a personal computer. Designing electrolyte and predicting 

chemical reactions can be performed within minutes. Therefore, the SPE code would be useful 



 

 

 

 

 

for the experimental chemist who wants to predict the transport properties of electrolyte for 

battery applications and predict the spontaneity of the chemical reactions. The present code 

implementation can be accessed via a personal request. The Windows user may need to install 

Docker program to allow them to emulate the Linux environment.    
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