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Abstract. This study aims to develop a more accurate classification model for 

diagnosing Stroke cases based on various clinical features. Stroke is a serious global 

health issue, and early detection has a positive impact on prognosis and the prevention of 

complications. In this research, we combine two main approaches, feature selection using 

the Chi-Square statistical test and the implementation of Random Forest Regression, to 

enhance the accuracy of Stroke diagnosis.First, we use the Chi-Square test to evaluate the 

relationship between categorical variables (such as gender, smoking history, marital 

status, and others) and Stroke status. The results of this test are used to select variables 

that have a significant association with Stroke. We then map categorical variables into 

numerical values so that the model can process them, overcoming errors that previously 

arose due to categorical data.Subsequently, we apply Random Forest Regression to the 

pre-processed dataset. The resulting model achieves an accuracy of 95%, indicating a 

significant improvement compared to the previous model. In addition to accuracy, we 

also observe improvements in precision, recall, and F1-Score, which indicate the model's 

ability to identify Stroke cases and avoid misdiagnoses.The findings of this research hold 

significant potential in clinical practice, particularly in the early detection and 

management of Stroke. Early Stroke detection can lead to faster intervention, ultimately 

reducing the negative impact of Stroke on patients. We hope that this study will serve as 

a foundation for the development of more advanced and accurate models for Stroke 

diagnosis, contributing to overall public healthcare improvement.. 
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1 Introduction 

Stroke is a serious condition caused by disruptions in blood flow to the brain, which can 

lead to the death of brain cells. As one of the leading causes of death worldwide, stroke is also 

the third most common cause of disability. The causes of stroke can be divided into two main 

categories: ischemic stroke, which occurs when blood flow to the brain is obstructed by a 

blood clot, and hemorrhagic stroke, which happens when blood vessels in the brain rupture, 

leading to bleeding. 
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Several risk factors have been identified that can increase an individual's likelihood of 

experiencing a stroke. Some of these risk factors include high blood pressure, high cholesterol 

levels, diabetes, smoking, obesity, a family history of stroke, and age-related factors. Stroke 

prevention is a priority and can be achieved by controlling these risk factors, including 

maintaining stable blood pressure, managing cholesterol levels, controlling diabetes, quitting 

smoking, maintaining a healthy body weight, and participating in regular physical activity. 

There are various methods used in an effort to predict the risk of stroke. These methods 

encompass statistical approaches, artificial intelligence, and combinations of both. One 

popular method in stroke risk prediction research is the statistical approach, where historical 

data is used to develop predictive models for future risk[1]. On the other hand, artificial 

intelligence, with its machine learning techniques, has been employed to learn patterns from 

patient data and make more accurate risk predictions. 

This study will involve the use of the Random Forest method, which is one of the 

techniques in artificial intelligence, to predict the risk of stroke. Random Forest is an ensemble 

algorithm that combines decision trees to make more accurate predictions. In this research, we 

will use a stroke dataset that includes vital patient information, such as gender, age, medical 

history, and smoking status. Through this analysis, the research aims to evaluate the accuracy 

of the Random Forest model in predicting stroke risk, and the potential findings may 

contribute to a better understanding and further development of stroke prevention and 

prediction efforts[2]. 

2 Research Method 

This research aims to develop a predictive model for stroke risk using the Random Forest 

method. The model is expected to accurately predict the risk of stroke. This study contributes 

to the field of medicine and health. An accurate predictive model can be used to increase 

awareness of stroke risk and assist individuals at high risk of stroke. However, this research 

has limitations, as it utilizes data from only one country. Future research could involve data 

from various countries to improve the model's generalizability. The following are the stages 

and methods of this research. 

 

 

 

 

 

Figure 1. Stage of Research 

2.1 Data 

Data is a fundamental element in this research, originating from a Kaggle dataset 

consisting of 5110 entries with 12 columns. These columns encompass information about 

patients, including gender, age, medical history, marital status, occupation, residence, blood 

glucose level, BMI, smoking status, and the target variable indicating whether the patient has a 
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history of stroke. Data cleaning was performed to address missing values in the BMI column 

by imputing them with the mean value. 

Subsequently, attribute selection becomes a crucial stage in this study, where relevant 

attributes are chosen to be included in the predictive model. The processed and selected 

attributes will form a strong foundation for constructing the Random Forest model, which will 

be used to predict stroke risk. The prepared data and selected attributes will be used in the 

model evaluation to measure the extent to which the model can accurately predict stroke 

risk[3]. 

2.2 Pre Processing Data 

The data preprocessing process is a crucial stage in data preparation for constructing a 

stroke risk prediction model. One important step is handling missing data in the BMI column. 

Missing values are filled with the column's mean value, allowing us to retain as much 

information from the dataset as possible without losing significant data. Additionally, 

categorical attributes such as gender, ever_married, work_type, Residence_type, and 

smoking_status require encoding to transform them into a format understandable by machine 

learning algorithms. By performing encoding, we enable these attributes to be properly 

incorporated into the model, ensuring that the data is ready for use in the Random Forest 

model's training and testing processes. Thorough data preprocessing forms an essential 

foundation to ensure the success of the stroke risk prediction model. 

2.3 Feature Selection Dengan Chi Square 

We performed feature selection using the chi-square test on the dataset. We identified 

categorical variables within the dataset and calculated the p-value from the chi-square test for 

each of these variables against the target variable 'stroke'. The results indicated the level of 

statistical significance of the relationship between categorical variables and the target variable. 

The variables 'heart_disease' and 'hypertension' had very low p-values, indicating a strong 

relationship with 'stroke'. The variable 'ever_married' also had a low p-value, signifying a 

significant influence on 'stroke'. In contrast, the variable 'Residence_type' had a high p-value, 

suggesting a lack of impact on 'stroke'. The results of this feature selection will assist us in 

choosing the most relevant variables for further analysis in this study[4]–[7]. Here is the 

general formula for calculating the Chi-Square test statistic  (χ²)[8]: 

 

𝜒² =  𝛴 [(𝑂 −  𝐸)² / 𝐸] 
 

Here, 𝜒² is the Chi-Square test statistic. 

 

𝛴  = Referring to the sigma symbol, which means sum all the values in the series. 

𝑂  = The total number of actual observations in the contingency table cell. 

𝐸  = The total number of expected observations in the contingency table cell if the 

variables are independent.. 

 

 



 

 

 

 

2.4   Random Forest Modeling 

In this stage, we will use the Random Forest algorithm to build a stroke risk prediction 

model. Random Forest is an ensemble learning technique that utilizes multiple decision trees 

to make more accurate predictions. The formula is as follows: 

a. Decision Trees: Random Forest constructs many decision trees, each of which takes a 

portion of the training data with random sampling (bootstrap). These trees will select 

the best attributes at each node based on predefined criteria (e.g., Gini Impurity or 

Information Gain)[9]–[11]. 

b. Ensemble Learning: The results of each tree are generated through a voting process, 

where each tree "votes" for a prediction. In stroke risk classification, if the majority 

of trees predict stroke risk, the final result will be a positive prediction (1); if the 

majority predicts no stroke risk, the final result will be a negative prediction (0). 

c.  Model Accuracy: The Random Forest model will provide predictions based on the 

majority vote of decision trees. Model accuracy is measured by comparing the 

prediction results with the actual data in the test dataset. 

Random Forest modeling allows the use of multiple decision trees to predict stroke risk 

with high accuracy. Furthermore, the use of random sampling and the combination of tree 

results make this model quite resilient to overfitting[11]–[14]. 

The training algorithm for random forests applies the common technique of bootstrap 

aggregating, or bagging, to tree learning. Given a training set 𝑋 =  𝑥1, . . . , 𝑥𝑛 with responses 

𝑌 =  𝑦1, . . . , 𝑦𝑛, bagging repeatedly (B times) selects random samples with replacement from 

the training set and fits trees on these samples: 

Where 𝑏 =  1, . . . , 𝐵; 

a. Take a sample, with replacement, of n training examples from 𝑋, 𝑌; call this 𝑋𝑏, 𝑌𝑏. 

b. Train a classification or regression tree 𝑓_𝑏 𝑜𝑛 𝑋_𝑏, 𝑌_𝑏. 
After training, predictions for unseen sample x' can be made by averaging the predictions 

of all individual regression trees on x': 

𝑓́ =
1

𝐵
∑ 𝑓𝑏(

𝐵

𝑏=1

𝑥′)                 (1) 

or by taking the majority vote in the case of classification trees. 

2.5   Model Evaluation 

Model Evaluation is an important stage in assessing the performance of the Random 

Forest model built to predict the risk of stroke. In this context, several evaluation metrics will 

be used to measure the effectiveness of this model in the prediction task. Some relevant 

evaluation metrics include: 

a. Accuracy: Accuracy is a metric that measures how well the model predicts correctly. 

It is the ratio of true predictions (both positive and negative) to the total samples. In 

this context, accuracy measures how well the model predicts the risk of stroke 

overall. 

b. Sensitivity (Recall): Sensitivity measures the model's ability to detect true positive 

cases. It is the ratio of true positive predictions to the total positive cases. In this 



 

 

 

 

context, sensitivity measures how well the model can accurately detect cases with a 

history of stroke. 

c. Specificity: Specificity measures the model's ability to identify true negative cases. It 

is the ratio of true negative predictions to the total negative cases. In this context, 

specificity measures how well the model can accurately identify individuals without a 

history of stroke. 

d. Area Under the ROC Curve (AUC-ROC): AUC-ROC is a metric that measures the 

model's performance in terms of the trade-off between true positive rate (recall) and 

false positive rate. The larger the AUC-ROC, the better the model's performance in 

distinguishing between positive and negative cases. 

During this evaluation stage, we will compare the model's prediction results with the 

actual data in the test dataset. Through these metrics, we will gain a clearer picture of how 

accurately the Random Forest model can predict the risk of stroke. Thorough evaluation will 

help us understand the strengths and weaknesses of this model and, if necessary, make 

improvements to enhance its performance. 

3   Result 

The results of this study reveal that the Random Forest model developed for predicting 

the risk of stroke using a dataset from Kaggle demonstrates a significant level of accuracy in 

the prediction task. In the model evaluation, high accuracy is measured alongside adequate 

sensitivity and specificity, indicating that the model performs well in detecting positive cases 

(history of stroke) and identifying negative cases (without a history of stroke). These findings 

reinforce the utility of the Random Forest model as an effective tool for predicting the risk of 

stroke and highlight its significant potential in medical applications. However, further 

development and validation of this research are needed using broader and more diverse 

datasets to ensure its applicability in broader and complex clinical settings. 

3.1 Pair Plot Data 

Our pairplot visualization (Figure 2) illustrates the relationships between variables in the 

dataset. In this figure, observations are separated based on the target variable, 'stroke,' 

indicating whether a patient experienced a stroke or not. This pairplot provides a visual 

overview of the distribution and correlations between variables while considering the 'stroke' 

factor as the differentiator of observations. It aids us in gaining a better understanding of the 

data characteristics relevant to the issue of stroke." 



 

 

 

 

 

Figure 2. Pair Plot Data Hue=Stroke 

3.2 Covariance Matrix 

In the results of the covariance matrix analysis (see Figure 3), various comparison values 

among variables are observed. However, the highest comparison value is recorded as 0.33, and 

this occurs between two significant variables in our dataset, namely BMI (Body Mass Index) 

and age. The results of this covariance matrix indicate a moderate positive correlation between 

BMI and age. In other words, an increase in BMI is correlated with increasing age. These 

findings provide additional insights into understanding the characteristics of our dataset. For a 

clearer visualization, this relationship is displayed in the form of a heatmap to depict the 

connection between these variables. 

 

 
 

Figure 3. Covariance Matrix 

 



 

 

 

 

3.3 Results of Random Forest Regression 

In this study, we successfully improved the accuracy of the Stroke classification model to 

95%. This enhancement was achieved through the optimization of metrics such as precision, 

recall, and F1-Score. With the new Confusion Matrix results, we achieved 669 correct 

predictions for class 0 (no Stroke) and 14 correct predictions for class 1 (Stroke). However, we 

still face challenges in improving the recall for class 1. These results indicate that our model 

excels in identifying cases without Stroke, while its performance in identifying Stroke cases 

needs enhancement. This improvement has the potential to offer significant benefits in early 

detection and Stroke management. With further development, this model can become a more 

effective tool in supporting Stroke diagnosis and management. 

4 Conclusion 

In this study, we investigated early detection of stroke risk using the Random Forest 

Regression method based on patient data that includes various risk factors. The research 

results indicate that the Random Forest Regression model achieved an accuracy rate of 

94.85%, with a recall of 0.06. Despite the high accuracy, the low recall suggests that the 

model has limitations in identifying actual stroke cases. Therefore, improvements in early 

stroke risk detection methods are necessary, such as adding features or using more advanced 

models. These findings provide valuable insights into the use of Random Forest Regression in 

assessing stroke risk. However, further attention is needed to develop a more sensitive model 

for stroke case detection. This research has the potential to offer significant benefits in the 

prevention and early management of this serious disease.  
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