Evaluation Optimal Friction Factor Correlation in Turbulent Pipe Flow by Genetic Algorithm
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Abstract. The prediction accuracies of friction factor correlations in turbulent pipe flow have remained unsatisfactory due to Colebrook equation is characterized as an implicit correlation. Thus, this works deals with numerical simulation for optimization the correlation of friction factor (f_D) in turbulent pipe flow. Genetic Algorithms (GAs) method has been used to evaluate the accuracy of six most used explicit models as an alternative to the Colebrook equation. The f_D has been estimated for higher ranges of Reynolds Number (Re) and the relative roughness of pipe (ε/D). The evaluation process has been implemented through comparing the percentage of difference between the values of f_D obtained using those correlations with that obtained using Colebrook equation. The optimized results clearly show that the Model-1 and Model-5 provide the lowest percentage of difference as compared to the other explicit models. Results indicated that GAs has succeeded in reducing the computational time by eliminating the iterative process.
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1. Introduction

Despite the great scientific progress that has been made in computer systems and the multiplicity of mathematical methods and programs developed, but still, the Colebrook equation is used in the evaluation of the coefficient of friction [1]. Although the accuracy of Colebrook equation is debatable, it is occasionally necessary to achieve an accurate solution of this equation extremely important for the scientific calculations and frequently for comparisons [2]. Various techniques have been utilized either to compute or to appraise the friction factor precisely. The greater part of recent efforts has been utilized Genetic Algorithms (GAs) and Artificial Neural Network method (ANN) for computing friction factor [3]. However, the use of GAs in the area of heat transfer is very newfangled. This is perhaps due to the computational time needed to reach the final solutions is too long. Recently, the GAs has been increasingly used in heat transfer problems. In 1994, Queipo et al. [4] have expected that the heat transfer community will witness considerable attention for involving new methods such as techniques (i.e. GAs) in many intricate thermo-science problems that confessing optimization. One that has helped to facilitate the use of these exciting technologies in the development of high-performance computing devices, which has increased interest in their use in the field of heat transfer. The
ANN and GAs have been affirmed and showed the key points of interest to boost traditional techniques for associating experimental data [5–13]. Chow et al. [5] used a combination between ANN and AGs to find the optimal costs of achieving the economical operation process of the direct-fired double-effect absorption chiller system. The results demonstrated that this objective can be accomplished by applying these two advanced approaches. Xie et al. [6] applied the GAs to optimize the structure sizes of fin-and-tube heat exchangers through finding the minimal entire weight and minimal annual cost. The results show that the GAs has a comprehensive ability for accomplishing minimum weight and cost of fin-and-tube heat exchangers that have various and particular applications. Later, Xie et al. [7] implemented the optimization study on the e-NTU by using GAs to find a minimal volume that corresponds with minimal annual cost of design a plate – fin type compact heat exchanger. They demonstrated that GAs is an effective approach for optimization and hence, it can furnish a robust potential of auto-search and mixed optimization in the optimization of heat exchangers in comparison with the conventional methods. Özger and Yıldırım [8] elaborated a neuro – fuzzy approach in order to find an accurate correlation that connects pipe roughness and Reynolds number with friction factor due to that the majority of the available data are uncertainties and inaccurate. They have observed that the friction factor can be precisely evaluated. Brkić [9, 10] developed a simple and accurate approximation for the Colebrook equation based on the solution of Lambert W–function. This approximation can be used to estimate the friction factor in case of higher Reynolds number and relative roughness. Besarati et al. [11] developed a simple and accurate explicit equation for the friction factor by improving an artificial neural network approach by using multi-objective of GAs. The proposed approach can be used for different ranges of Reynolds number and relative roughness. Lin et al. [12] employed the GAs to enhance the efficiency of heating, ventilation, and air conditioning (HVAC) systems using fan coil unit (FCU) for controlling temperature and energy conservation in chilled water systems. In order to exhibit the efficiency of the advised HVAC system, they have performed field experiments and the results show that the GAs has been succeeded for determining the frequency of the operating pump-related with minimal energy consumption per refrigeration ton and accomplished the purpose of controlling the energy conservation. In their study, the goal of improvement has been achieved.

A careful look into the literature review related to GAs in the field of heat transfer, it is possible to guess the magnitude of the challenges and future possibilities. Great attention has been given to this topic particularly after 2003 [3]. Although the GAs has some restrictions, it appears to be a favourable and attainable replacement for designing and optimizing the thermal systems such as heat exchangers, heat and fluid flow networks, fins, porous media, heat sinks, etc. On the other hand, it has been pointed out that the ANN method has indicated to be helpful for approximation the space of the design in many problems [6–13]. Several studies employed the GAs for evaluating the friction factor [14–18]. However, the results show that the advanced approach can be utilized with either a suitable dataset or suitable equations in order to obtain an appropriate and accurate solution.

Although Colebrook equation is characterized as an implicit correlation for estimating the value of friction factor, it is still used until now for calculation the friction factor inside pipes under turbulent flow condition regardless of the existence of several explicit correlations that are developed to avoid the iterative process that emerges when using Colebrook equation. It is
also clear from the literature review that most of the previous studies have been utilized GAs and ANN methods either to evaluate the friction factor (or frictional pressure drop) or to find the optimal design of a particular system with minimal size and annual cost. Nevertheless, these methods have been not used to evaluate the accuracy of the proposed explicit correlations in comparison with Colebrook equation. Therefore, the present study aims to use GAs for evaluation the accuracy of six most used explicit models as an alternative to the implicit Colebrook equation for calculation the Darcy friction factor \( f_D \) inside a circular duct under turbulent flow condition. A single objective optimization based on GAs has been used. The purpose of using this algorithm is to avoid the iterative process and to reduce the computational time needed to obtain a solution when using Colebrook equation. The \( f_D \) has been evaluated in terms of Reynolds number \( (Re) \) and relative roughness \( (\varepsilon/D) \) of the duct. The evaluation process has been performed through comparing the percentage difference of \( f_D \) value obtained by using those six explicit Models with that obtained using Colebrook equation.

2. Mathematical Model

The flow resistance relies upon the flow rate, which is considered as the fundamental element in the determination of the friction factor. The flow resistance through pipes, is commonly expressed by the Darcy friction factor \( (f_D) \). In Reality, the value of \( f_D \) is not constant and hence, it depends on several parameters such as Reynolds number \( (Re) \) and relative roughness \( (\varepsilon/D) \). These two parameters are dimensionless. The \( Re \) is also influenced by the mass flux, whereas \( \varepsilon/D \) relies on the thickness of the flow (i.e., boundary layer) which is generated above the wall of the pipe [19]. In this study, \( \varepsilon/D \) has been dealt as a geometric amount and hence, the value of this parameter should be constant. In general, \( f_D \) has been estimated by using Colebrook equation [15, 16]. Although the Colebrook equation is implicit and needs to be iterated while finding the solutions of \( f_D \) and hence, it requires longer computational time to reach final solutions. However, this equation is still used as a recognized criterion for estimating the \( f_D \) inside pipes. The \( f_D \) in Colebrook equation is defined in terms of \( Re \) and \( \varepsilon/D \) as following:

\[
\frac{1}{\sqrt{f_D}} = -2\log \left[ \frac{\varepsilon}{3.71} + \frac{2.51}{Re f_D} \right]
\]  \hspace{1cm} (1)

Different strategies have been utilized while estimating the value of \( f_D \) in Eq. (1) due to this equation has an implicit form and consequently, different explicit correlations (e.g., Eqs. (2) – (7)) have been developed with aims to obtain rid of iteration and in the meantime find the accurate solution of Eq. (1). The iterative solution obtained by using Eq. (1) has been supposed to be highly accurate and hence, the correlations that developed have different accuracies. Therefore, the evaluation process of the accuracy of the proposed explicit approximations that available in the literature in comparison with Colebrook equation (i.e., Eq. (1)) has been performed under turbulent flow conditions. The ranges of \( Re \) and \( \varepsilon/D \) have been considered to vary in wide ranges between 3000 and \( 10^8 \) and between \( 10^{-5} \) and 0.1, respectively. In the present study, six different models (correlations) have been considered and compared with Eq. (1). These correlations are set as follows:
Model-1 according to the correlation [19]:

\[ f_D = 0.25 \left[ \log \left( \frac{\varepsilon}{D} - \left( \frac{5.02}{Re} \right) A \right) \right]^{-2} \] (2)

where \( A = \log \left( \frac{\varepsilon}{D} - \left( \frac{5.02}{Re} \right) B \right) \) and \( B = \log \left( \frac{\varepsilon}{D} + \frac{12}{Re} \right) \).

Model-2 according to the correlation [20]:

\[ f_D = \left( A - \frac{(B-A)^2}{2B+2A} \right)^{-2} \] (3)

where \( A = -2\log \left( \frac{\varepsilon}{D} + \frac{12}{Re} \right), B = -2\log \left( \frac{\varepsilon}{D} + \frac{2.51A}{Re} \right) \) and \( C = -2\log \left( \frac{\varepsilon}{D} + \frac{2.51B}{Re} \right) \).

Model-3 according to the correlation [21]:

\[ f_D = 0.25 \left[ \log \left( \frac{\varepsilon}{D} - \left( \frac{5.0272}{Re} \right) A \right) \right]^{-2} \] (4)

where \( A = \log \left( \frac{\varepsilon}{D} - \left( \frac{4.567}{Re} \right) B \right) \) and \( B = \log \left[ \left( \frac{\varepsilon}{D} \right)^{0.9924} + \left( \frac{5.3326 \cdot 208.815 + Re}{208.815 + Re} \right)^{0.9345} \right] \).

Model-4 according to the correlation [22]:

\[ f_D = \left[ A - \left( \frac{4.32\log(B/Re)}{1+2.18/B} \right) \right]^{-2} \] (5)

where \( A = \frac{1.7825\log Re-1.41}{1+1.32(\sqrt{\varepsilon/D})} \) and \( B = \frac{Re(\varepsilon/D)}{3.7} + 2.51A \).

Model-5 according to the correlation [23]:

\[ f_D = 0.25 \left[ \log \left( \frac{0.4587Re}{A-0.31B} \right) \right]^{-2} \] (6)

where \( A = 0.124Re(\varepsilon/D) + 2.303\log(0.4587Re) \) and \( B = \frac{A}{A+0.9633} \).

Model-6 according to the correlation [24]:

\[ f_D = 0.25 \left[ \log \left( \frac{\varepsilon}{D} - \left( \frac{2}{Re} \right) A \right) \right]^{-2} \] (7)

where \( A = \log \left( \frac{\varepsilon}{D} - \left( \frac{4.795}{Re} \right) B \right) \) and \( B = \log \left[ \left( \frac{\varepsilon}{D} \right)^{0.9685} + \left( \frac{4.9755 \cdot 206.2795 + Re}{206.2795 + Re} \right)^{0.8759} \right] \).

It can be noted here that Eq. (1) has an implicit form, whereas the correlations in Eqs. (2) – (7) have an explicit form. Therefore, Eq. (1) requires iteration process to obtain a solution, which is not the case for latter correlations.
3. Method of Solution

In the present study, the single objective optimization based on Genetic Algorithms (GAs) has been used to evaluate the above correlations while determining $f_D$. The form of GAs can be easily created by using MATLAB software. The models presented in Eqs. (1) – (7) have been considered a fitness function. To find the optimal value of $f_D$, the GAs has been applied along with the individuals' operator for crossover based on fitness. The crossover recombines the genetic material of the selected parents, and then the mutation operator modifies the individuals that have been not selected for reproduction by randomly changing. The GAs tools used in this work are the optimization toolbox (version 9.4.0.813654) in MATLAB R2018a [25]. Firstly, the input datasets ($Re$ and $\epsilon/D$) presented in the Colebrook equation (i.e., Eq. (1)) have been utilized in order to prepare the GAs forms and then, the friction factor has been anticipated by obtaining the GAs structure with a less relative error.
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Fig. 1 The working process of the GAs
For the purpose of comparison, the iterative solution of Eq. (1) has been firstly generated using the ranges values of Re and $\varepsilon/D$ and it has been initialized as the exact solution (i.e., reference solution). On the other hand, the solutions of the proposed correlations in Eqs. (2) – (7) can be obtained without the iteration process due to their explicit form. The flowchart of the working process is shown in Fig. 1. The evolution starts with a random population of individuals, and then the initial population develops based on the selection, crossover and mutation operators with the objective function of $f_D$. This process is iterated until some criterion reaches an optimal value. Due to the stochastic nature of this method, the algorithm is stopped after 200 generations. Every fifty GAs runs, a uniformly random population has been started, where all the parameters values are equally represented in the initial population. Based on the random nature of the GAs, each optimization has been running five times. It can be noted here that the increase in the number of runs more than five times does not influence the optimal results.

4. Optimized Results and Discussions

As mentioned in the previous sections that there are several explicit correlation models have been developed to estimate the value of the friction factor in the turbulent flow regime as an alternative to Colebrook equation. It would, therefore, be worthwhile to explore the accuracy of these models as compared with Colebrook equation. As a consequence, during the present study, results have been obtained for different Re and $\varepsilon/D$ that are briefed in Fig. 2 in the form of $f_D$. The optimized results of $f_D$ in Fig. 2 display the solutions obtained from the fifth runs for all the model that considered in this study. It can be observed from Fig. 2 that the best and the mean values of Model-1 and Model-5 are nearly identical with Colebrook equation. The comparison between the results of $f_D$ that obtained by applying single-objective optimization is presented in Fig. 3 and Table 1. It is evident that the Model-1 and Model-5 provide the lowest percentage of difference with Colebrook equation which is equal to 0.05 and then, the remaining models have a percentage of difference up to 0.11. Most importantly, the results show that the GAs has been succeeded for eliminating the iterative process and reduces the computational time through estimating the $f_D$. Therefore, it is recommended in the future while determining the exact solution of $f_D$ along with either Model-1 or Model-5.
Fig. 2 The fifth single objective optimization runs for the correlation of (a) Colebrook, (b) Model-2, (c) Model-2, (d) Model-3, (e) Model-4, (f) Model-5 and (g) Model-6
5. Conclusions

The present research article involves a numerical study on the evaluation of the explicit correlations as alternatives to the implicit Colebrook equation for estimating the Darcy friction factor ($f_D$) in a turbulent flow regime. Six explicit correlation models have been considered and these correlations have been expressed in terms of Reynolds number ($Re$) and relative roughness ($\varepsilon/D$). The single objective optimization along with Genetic Algorithms (GAs) has been used to obtain a solution for each correlation. This algorithm has been used to reduce the
computational time by avoiding the iteration process. Based on this study, the following conclusions are drawn:

1. The results show that the Models 1 and 5 provide the lowest difference of the optimized $f_D$ with Colebrook equation under the same range of $Re$ and $\varepsilon/D$. The maximum percentage of difference has been found equal to 0.05 for Model-1 and Model-5, whereas the remaining explicit models have been found up to 0.11.

2. The results of the optimization process show that GAs has conformity in explanation these different equations with the important solutions. This is helpful for estimating $f_D$ owing to these equations can be tended to give more than one solution at a certain value of $Re$ and $\varepsilon/D$.

3. Finally, this study shows that the proposed GAs method succeeded in eliminating the iterative process and therefore, it is recommended along with either Model-1 or Model-5 in the future for finding the precise solution of the $f_D$.
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