Performance analysis of different machine learning algorithms in breast cancer predictions
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Abstract

INTRODUCTION: There is a great percentage of failures in clinical trials of early detection of breast cancer. To do this, machine learning (ML) algorithms are useful to do diagnosis and prediction of cancer tumors with better accuracy.

OBJECTIVE: In this study, we develop an ML model coupled with limited features to produce high classification accuracy in tumor classification.

METHODS: We considered a dataset of 569 females diagnosed as 212 malignant and 357 benign types. For model development, three supervised ML algorithms namely support vector machines (SVM), logistic regression (LR), and K-nearest neighbors (KNN) were employed. Each model was further validated by 10-fold cross-validation and performance measures were defined to evaluate the model outcomes.

RESULTS: Both SVM and LR models generated 97.66% accuracy with total feature evaluation. With selective features, the SVM accuracy was improved by 98.25%. Whereas the LR model including limited features produced 100% of true positive predictions.

CONCLUSION: The proposed models involved by selective features could improve the prediction accuracy of a breast cancer diagnosis.
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1. Introduction

Every year about 14 million people are suffering from different cancer types and most of them caused by the growth of malignant tumors [1]. Besides, breast cancer is among the second most common cancer type that identifies in women [2]. Statistics are saying that one in eight of the USA females were often exposed to breast cancers [3].

Experts were recommending mammography for early diagnosis of cancer to reduce the risk of mortality by 20-40% [4]. But by incorporating these methods, a high number of false negatives and false positives are kept remains the same, which limits the prediction accuracy. To avoid this, artificial intelligence (AI) techniques like machine learning are started to be involved for better cancer forecasting [5], [6].
Disease diagnosis by Machine learning (ML) algorithms is recently getting higher attention from communities of data science research [7]. It is because of the large adaption of computer-based techniques into different forms of healthcare and subsequent availability of medical databases [8], [9]. ML algorithms are associated with different probabilistic, statistical, and validation methods to learn from the experience and identify key data patterns from unstructured, large, and complex datasets.

This study primarily focuses on the performance analysis of malignant classification by different variants of ML algorithms. In the diagnosis of breast cancer, it is important to evaluate both false positives (i.e., no cancer but recommended for treatment) and false negatives (i.e., have cancer but not recommended for treatment). Therefore, ML algorithms are requested to identify and classify malignant (that has a high tendency of breast cancer) and benign (that has a low tendency of breast cancer) groups without bias.

Many studies were included in ML algorithms to do the early prediction of breast cancers. For example, cancer classification and prediction by logistic regression (LR) with Bayesian gene selection were effective to identify important genes with high accuracy [10]. It is reported that support vectors can predict cancer tumors by 89-97.5% of accuracy [6], [11], [12]. The idea behind cancer genes expansion was well explained through K-nearest neighbor with 92% accuracy [13]. In [14], researchers employed artificial neural networks to extract the malignant anomalies from fibrocystic breast masses. However, all these studies offered little explanations on the identification of true cancer positives and the importance of cell feature characteristic information to classify malignant tumors.

In this study, we highlight a feature dataset that is computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. Single learning classifiers such as support vector machines (SVM), logistic regression (LR), and K-nearest neighbors (KNN) were considered on Wisconsin Breast Cancer Dataset (WBCD) to exhibit the high classification tasks. Moreover, the correlation matrix was derived to identify highly associated features in malignant classification. Model outcomes are further validated by other performance values like accuracy, sensitivity, the area under the receiver operating characteristic curve (AUROC or AUC).

### 2. Methods

#### 2.1. WDBC dataset

We considered WBCD information, which obtained from the UCI machine-learning repository ([https://archive.ics.uci.edu/ml/index.php](https://archive.ics.uci.edu/ml/index.php)). The dataset having 569 female information including 212 (37%) are diagnosed as the malignant type and 357 (63%) are diagnosed as benign type. Tumor or cancer cell features are extracted from a digital picture of fine-needle aspirates of breast masses. Dataset consists of 30 individual cell features including patient ID and diagnosis type. Ten real-valued features mentioned in Table 1 are computed for each cell nucleus and each image feature associated with three independent values such as mean, standard error (SE), and “worst” (mean of three largest values) resulting from 30 features.

In further, the correlation matrix was developed to identify high correlated features with tumor classification [15]. The correlation matrix is helpful to conduct data summary and understand the relationship between features and targeted outcomes. The heat map correlation matrix for the given features as depicted in Figure 1. We considered features with at least 80% of correlation with cancer diagnosis [16]. Seven features (i.e., radius_mean, perimeter_mean, area_mean, concave point_mean, radius_worst, perimeter_worst, and area_worst) were highly correlated to diagnosis outcome.

<table>
<thead>
<tr>
<th>N</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Radius</td>
<td>The nucleus radius is defined as the distance between center to the points on the perimeter</td>
</tr>
<tr>
<td>2</td>
<td>Texture</td>
<td>The texture of the cell nucleus is measured by finding the standard deviation of gray-scale values</td>
</tr>
<tr>
<td>3</td>
<td>Perimeter</td>
<td>Perimeter calculated distance between the size of the core tumor</td>
</tr>
<tr>
<td>4</td>
<td>Area</td>
<td>Nucleus area is depending pixel count of snake interior, adding one half of the edge of the pixel</td>
</tr>
<tr>
<td>5</td>
<td>Smoothness</td>
<td>The smoothness of nuclear is measured by local variation in radius lengths</td>
</tr>
<tr>
<td>6</td>
<td>Compactness</td>
<td>The ratio of perimeter and area is producing the compactness, and is regulated by the formula: Perimeter² / area</td>
</tr>
<tr>
<td>7</td>
<td>Concavity</td>
<td>The severity of concave portions of the contour is defined as concavity</td>
</tr>
<tr>
<td>8</td>
<td>Concave Points</td>
<td>Number of concave portions of the contour</td>
</tr>
<tr>
<td>9</td>
<td>Symmetry</td>
<td>Measurement of length difference in between perpendicular lines to the central axis to the cell bounders in dual direction</td>
</tr>
<tr>
<td>10</td>
<td>Fractal Dimension</td>
<td>The fractal dimension was measured using “Coastline Approximation.” Formula to approximate this value is Fractal dimension = Coastline approximation – 1</td>
</tr>
</tbody>
</table>

Table 1. Individual feature description of cell nucleolus
2.2. Models

Support vector machines (SVM)

Support vector machines are famous machine learning algorithms to conduct outcome classification. The objective behind the SVM algorithms is to identify a hyperplane in N-dimensional space that randomly classifies the data points [17]. The hyperplanes are decision boundaries, which help to classify the data points. In two-dimensional space, the hyperplane is a line that separates data points into two segments. Moreover, the data points that can reside on either side of the hyperplane, which can be attributed to individual classes.

Logistic regression (LR)

Logistic regression is an effective binary classification algorithm and is used to define the datasets of discrete classes. Logistic functions offer a linear equation of
binary classification ranging from 0 to 1 [18]. Therefore, a binary LR model was considered during this study to classify cancer type. The simple logistic regression model can be defined by the equation.

\[ \log(n) = \frac{1}{1 + e(-n)} \text{ where } 0 \leq n \leq 1 \]

**K-nearest neighbours (KNN)**

The K-nearest neighbors are simple and basic ML algorithms, which are used for both regression and classification problems. These algorithms are popular as lazy learners because of passive nature in the resonance of large datasets. But these are highly useful to classify same-targeted outcomes.

### 2.3. Study framework

When the problem of diagnosing breast cancer occurs, it is important not to leave any true positives. Therefore, the highest sensitivity value of the ML algorithm can be selected. After identifying the features with high correlation, the data was splitting into two portions such as 70% (=398 people) for train and 30% (=171 people) for testing purposes. In further, model validation was conducted through k-fold cross-validation. In cross-validation, trained data was randomly partitioned into k folds of similar sizes, the k-1 folds are used for model training, and the rest one-fold was used for testing. The study framework is presented in Figure 2 and K=10 was considered for validation purposes.

#### 2.4. Performance measures

During this study, we aim to identify or classify the malignant tumors from the WB. If the proposed ML algorithm left positive (M type) outcomes, then the patient could be at high risk of disease. To evaluate the maximum number of patients with a malignant tumor, we define performance measures like accuracy, sensitivity, precision, and AUC. Table 2 presents the confusion matrix example of the breast cancer dataset. Diagnosis classification has been done to identify malignant (severe cases) and benign (non-severe cases). We considered diagnosis is positive when \( X=M \), and negative when \( Y=B \).

<table>
<thead>
<tr>
<th>Classification</th>
<th>( X )</th>
<th>( Y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X=M )</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>( Y=B )</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

*TP: True positives, FP: False positives, FN: False negatives.

From the above confusion matrix, we define the following performance metrics.

**Accuracy:** percentage of total true predicted outcomes from total outcomes.

\[ \text{Accuracy} = \left( \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}} \times 100 \right) \]

**Sensitivity:** defines the proportion of true positives.

\[ \text{Sensitivity} = \left( \frac{\text{TP}}{\text{TP} + \text{FN}} \times 100 \right) \]

**Precision:** Percentage of true positives from total positives.

\[ \text{Precision} = \left( \frac{\text{TP}}{\text{TP} + \text{FP}} \times 100 \right) \]

### 3. Results

We can perform the model evaluation in different methods. This study not only aims to classify cancer diagnosis type but also to verify the adopted ML algorithm accurately classify the malignant cells. As discussed, the true positive rate (or sensitivity) addresses the question of how many female patients suffered from malignant tumors. It is also important to realize that high sensitivity does not guarantee high accuracy often there is also a tradeoff between individual performance measures.

We conduct two individual experiments: with total features and highly correlated features. Figures 3 presents a confusion matrix outcome three ML models of total
features and Figure 4 presents the confusion matrix outcomes three ML models of limited feature models.

![Figure 3](image)

**Figure 3.** Confusion matrix outcomes of three models with total features.

![Figure 4](image)

**Figure 4.** Confusion matrix outcomes of three models with selective features

Table 3 presents the performance comparisons of the two experiments on WBCD. In the first experiment, both SVM and LR got the highest accuracy (97.66%) which is followed by KNN by 96.49% of accuracy. However, LR possesses the highest sensitivity value of 95.31% and SVM, KNN has sensitivity 93.75%, 90.62% respectively. The precision of SVM, LR, and KNN was recorded as 100%, 98.38%, and 100% respectively. Also, we calculated the ROC to measure the correct classification of the three models. The ROC of SVM, LR, and KNN is generated as 0.9361, 0.9838, and 0.9371.

Table 3. Model outcomes (Total vs limited features)

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Precision</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (Total)</td>
<td>0.9766</td>
<td>0.9375</td>
<td>1.0000</td>
<td>0.9361</td>
</tr>
<tr>
<td>SVM(Limited)</td>
<td>0.9825</td>
<td>0.9844</td>
<td>0.9692</td>
<td>0.9613</td>
</tr>
<tr>
<td>LR (Total)</td>
<td>0.9766</td>
<td>0.9531</td>
<td>0.9838</td>
<td>0.9123</td>
</tr>
<tr>
<td>LR(Limited)</td>
<td>0.9708</td>
<td>1.0000</td>
<td>0.9275</td>
<td>0.9913</td>
</tr>
<tr>
<td>KNN (Total)</td>
<td>0.9649</td>
<td>0.9062</td>
<td>1.0000</td>
<td>0.9371</td>
</tr>
<tr>
<td>KNN(Limited)</td>
<td>0.9649</td>
<td>0.9375</td>
<td>0.9677</td>
<td>0.9612</td>
</tr>
</tbody>
</table>

The first experiment produces better results but was comparatively low model performance when compared with existed studies. Therefore, the model evaluation was conducted by selective feature approaches. From Table 3, it is evident that diagnosis classification was done more accurately with limited features that were outperformed than total features. SVM generated the highest classification accuracy (98.25%), LR, and KNN recorded 97.08% and 96.49% of accuracy respectively. Simultaneously, LR classifies malignant tumors without bias and produced 100% of sensitivity value. It means that a better classification of malignant diagnosis was done. Moreover, SVM and KNN generated 98.44% and 93.75% of sensitivity. The precision of SVM, LR, and KNN was recorded as 96.92%, 92.75%, and 96.77% respectively. The AUC of SVM, LR, and KNN algorithms are recorded 0.9613, 0.9913, and 0.9612.

As mentioned in the last section, sometimes-left true positives are not affordable, and this could be fatal in cancer cases. Therefore, to find out cancers with malignant tumors, the present study highlights the importance of logistic regression with limited features. In further, AUC was assessed to present the relationship between the sensitivity (true positive rate) on the y-axis and specificity (false positive rate) on the x-axis. AUC associated with the LR model of selective features almost touches the highest value 1, which explains the ideal classification of cancer diagnosis (Figure 5).

![Figure 5](image)

**Figure 5.** AUC curve LR model of selective features.

There are other similar established studies are available. The complex model using computer-aided diagnosis (CAD) systems were improved using a deep belief network and develop a complex classifier to test on WBCD [19]. However, the explanations offered by complex classifiers are still difficult for medical doctors to understand [20], but few studies are offered simple explanations by a single classifier approach. For example, the tumor binary classification was conducted and the highest accuracy (97.66%) was generated by SVM algorithms [21]. The comparative study of six ML...
Currently, machine-learning models are being highly used in healthcare. It is mainly because compared to real-time clinical practices; ML models with a perfect algorithm can accurately diagnose any disease types [23]. ML algorithms in clinical practice can help doctors to identify medical data patterns and disease diagnosis from independent (trained) features [24]. However, the selection of a suitable machine learning algorithm is a key step because it depends upon data that used and targeted outcome [25]. These models can help the doctors in the early diagnosis of malignant tumors and ultimately save patients’ life.

In this study, we considered the WBCD sample of 569 breast cancer diagnosed females. Thirty different features are computed from the digital image of the FNA tumor. In general, the classification accuracy of breast cancer tumors with fine-needle aspiration (FNA) is low when compared to ML techniques. Most of the established works adopt feature distinguish of cell nuclei to classify severe and non-severe cancer tumors. For instance, a study of FNA combined with matrix-assisted laser desorption utilizes principal component analysis to characterize lipid biomarkers and to define the accuracy of breast cancers [26]. An SVM based ensemble-learning algorithm was able to diagnose breast cancer with 97.89% of accuracy [27]. Although the mentioned studies were produced, better accuracy values no study highlights the classification of malignant tumors. In this paper, we developed an improved machine learning model with feature selection methods for breast cancer diagnosis. To do this we conduct two individual experiments to design models of total features and selective features. To ensure the correct identification of malignant tumors we highlight the sensitivity during the course of this study.

High correlated features associated with a cancer diagnosis were identified by the correlation matrix. The features with correlation $\geq 0.8$ were further considered to do model development. Mean and worst feature values are largely associated with a cancer diagnosis. In the first experiment, the model was trained by total feature sets. Both SVM and LR models have classified diagnosis by 97.66% of accuracy. With selective features, SVM classified diagnosis by 98.25% and KNN by 96.49% of accuracies. However, while dealing with imbalanced datasets accuracy parameter not only defines the complete model performance. Therefore, other parameters like precision and sensitivity values are included to do further analysis.

As mentioned, this study mainly aims not to keep remain any malignant tumors. From Table 3, it is evident that logistic regression with limited features has perfectly classified the severe diagnosis patients. Ultimately, we validate the results with the AUC parameter and it will decide the maximum classification ranges. The AUC by LR algorithm with selective features was generated 0.99 that represents the ideal diagnostic accuracy of a cancer diagnosis.

By summing up, the presented results highlight that limited features selection of ML models will produce a great advantage of tumor classification over breast cancer studies. To our knowledge, the present study only produces 100% classification rate of malignant cells compared to other existing studies. However, used methods have some limitations in terms of applicability and training efficiency to other diseases limited by the dataset. We also recommend the method of identifying high correlated features in early diagnosis of other cancers like lung or prostate cancers. Finally introducing high correlation methods could accelerate the training pace for developed methods in terms of computation time.

5. Conclusion

In conclusion, this study presents the three improved single approached ML algorithms to identify high correlated features that are closely associated with malignant identification. The ML models proposed in this study can help to both health care professionals and medical researchers in breast cancer identification. We adopt three different supervised ML models namely SVM, LR, and KNN, and conduct the two different experiments (total features and limited features). Results have shown that three proposed models produce an accuracy 0.98, 0.97, 0.96 respectively and then the true positive (sensitivity) percentage of three algorithms are recorded as 98.44%, 100%, and 93.75% by selective features. However, the LR model with limited features could be the best solution to improve the diagnostic accuracy of breast FNA. Further studies are needed for confirming the study outcomes using large data of biomarkers, or multi-centric databases.
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