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Abstract. This Traffic Police Hand Gesture Recognition System for autonomous vehicles 

builds on the TensorFlow’s MoveNet Thunder model. The hand gestures recognized in the 

system include 'Stop', 'Turn Left' and 'Move Forward', all common gestures used by traffic 

police in India. The custom dataset consisted of 8,000 images with different gestures under 

diverse conditions. We employ dense and dropout layers in our neural network architecture 

to achieve a high accuracy and avoid overfitting. Haar cascades are used for real time face 

detection, so gestures are recorded only when the officer is facing the camera. The accuracy 

of the model is 89%, while in most cases of the classes it is well across, but there were a 

few minor misclassifications between similar gestures. The system was validated using the 

Carla simulator with and without weather and lighting conditions. A prototype of this 

solution is shown to be promising for safe and efficient integration into autonomous 

vehicle systems for navigation in traffic-managed environments. 
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1 Introduction 

Autonomous vehicles (AVs) are transforming the future of transportation. However, their heavy 

reliance on GPS, traffic signals, and onboard sensors often fails in human-controlled traffic 

environments. In countries like India, where traffic police hand gestures play a crucial role in 

directing vehicles, AVs must be able to interpret these signals accurately to ensure safe and 

efficient navigation. 

Gesture recognition has been significantly advanced due to developments in deep learning, pose 

estimation, sensor fusion. For example, TensorFlow’s MoveNet Thunder model is capable of 

real-time detection, and the combination of LiDAR and vision data improves object recognition 

accuracy through hybrid sensor integration. With all these advances, however, there are still 

hurdles to climb, including occlusion, variable lighting conditions, and gesture 

misclassifications. 

This is the gap that this research addresses focusing on the development of real time traffic 

police's hand gesture recognition system for India's autonomic cars system based on MoveNet 

Thunder, deep learning-based classification and sensor fusion. The system is developed to detect 

signs such as “Stop,” “Turn Left,” and “Move Forward” in various situations. Its implementation 
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is tested in the Carla simulator, in several traffic, weather and lights conditions, to show the 

robustness of the proposed solution beyond the simulation environment. 

2 Related Works 

It is vital to understand traffic police hand signals in order to allow autonomous vehicles to 

move in human-managed traffic. Previous studies have focused on various methods to enhance 

this capability. For example, edge computing has been used to improve data processing rate and 

reduce latencies [1], perceptual enhancement techniques have also improved vision 

performance in low-light environments [2]. Localization methods such as SLAM, GNSS, and 

LiDAR improve positioning accuracy [3]–[5]. 

Deep learning approaches such as convolutional neural networks (CNNs), reinforcement 

learning [6], [7] and multi-sensor fusion strategies [8], [9] have been widely employed for 

enhancing gesture recognition. AI-based navigation techniques were initially applied in 

unmanned aerial systems (UAS) and later extended to autonomous ground vehicles, including 

self-driving cars [10]. Gesture recognition approaches like OpenPose [11], Faster R-CNN with 

RGB-D input [13], CNN-RNN models [14], and Slow Fast networks [15] have improved the 

accuracy of recognition. The study in [12] highlights the effectiveness of gesture-based 

interaction, particularly for enhancing safety in human-managed traffic environments. 

MoveNet has exhibited high performance in comparison with state-of-the-art solutions, 

especially for pose estimation [16], [17], [18]. It has been also shown in sensor fusion literature 

that combining LiDAR with vision-based gesture recognition in virtual reality environments has 

yielded higher recognition accuracy [19]. Previous comparative deep learning research also 

address some of these persistent issues including misclassification of visually similar gestures, 

and thus proposed workarounds such as spatiotemporal integration or larger datasets [20]. 

Building on this literature, the present work integrates MoveNet Thunder, deep learning-based 

classification, and sensor fusion to achieve reliable real-time recognition of traffic police 

gestures. The focus is on improving spatiotemporal modelling, reducing misclassification, and 

enhancing adaptability across diverse traffic environments. 

3 Proposed Methodology 

In this section, we discuss the methodology for How to Develop Traffic Police Hand Gesture 

Recognition for Self-Driving Cars in India Using MoveNet Thunder including the code snippets 

and project details which are obtained from code details, and the information we extracted from 

the project. 

3.1 Data Collection and Preprocessing. 

(i) Dataset Creation 

The system is based on 8,000 custom datasets collected under various environmental and 

weather conditions showing several hand gestures by the traffic police. These are the various 

commands I am using…” Stop”, “Turn Left”, “Turn Right” and “Move Forward”. This 

dataset ensures the model is ready to work in real-world applications. Every class is saved 

in sub folders e.g. Pose1@Pose2 etc. which makes training and testing quite organized. 

 

 



(ii) Pre-processing and Data Augmentation 

The images are pre-processed (grayed and resized for Haar cascade based on face 

detection). Key body parts are extracted from MediaPipe Pose, such as the angle between 

the elbow and shoulder, which is very important for gesture recognition. Data augmentation 

(e.g., flipping, scaling and rotation) is used to augment the dataset and improve the 

generalization ability of the model. 

(iii) Data Splitting 

The data is divided into the training (80%), validation (15%), and test sets (5%) to test the 

model comprehensively. That is, we train the model, validate on unseen data and test on 

real-world data. 

3.2 Model Development 

(i)  Model: MoveNet Thunder 

Real-time pose estimator MoveNet Thunder by TensorFlow. This model is capable of 

localizing the important body key points and hence can be used to detect the traffic pattern 

gestures. The detect () function in the code does several passes of inference on the same 

frame to increase the accuracy of detection. Such that even under suboptimal illumination 

or a partial occlusion, the gesture is properly detected. 

(ii) Neural Network Architecture for Gesture Classification 

The extracted pose landmarks are passed to a custom neural network built using Keras and 

TensorFlow. The architecture consists of: 

● Dense Layers: To learn complex patterns in the pose landmarks. 

● Dropout Layers: To prevent overfitting by randomly deactivating neurons during 

training. 

● SoftMax Output Layer: For multi-class classification, predicting gestures like "Stop," 

"Turn Left," etc. 

This architecture (Fig 1) is designed to handle noisy data while maintaining high accuracy.

Fig. 1.  System Architecture.



3.3 Sensor Fusion and Real-Time Inference 

(i) Camera and LiDAR Integration The system integrates camera inputs with LiDAR point 

clouds to enhance recognition accuracy. Camera feeds provide visual data, while LiDAR 

captures depth information. This fusion improves the system’s robustness in low-light 

conditions or foggy weather, where visual data alone might be insufficient. 

(ii)Real-Time Detection and Face Validation  

Using OpenCV, frames are captured continuously from the video feed, and faces are 

detected using Haar cascades to validate whether the traffic officer is facing the camera. The 

classify Pose () function processes the detected landmarks, checks if a face is present, and 

classifies the gesture based on body posture and orientation. This prevents false positives by 

ensuring the vehicle only responds to relevant gestures. 

3.4 Model Training and Evaluation 

(i) Training Process  

The model is trained using categorical cross-entropy loss and the Adam optimizer. Key 

callbacks include Model Checkpoint to save the best-performing model weights and Early 

Stopping to halt training if the validation accuracy plateaus. The train test split () function is 

used to divide the dataset, ensuring robust performance validation. 

(ii) Confusion Matrix and Classification Report 

To assess the model’s performance, the evaluate () function generates a confusion matrix 

and a classification report. The confusion matrix highlights misclassifications between 

gestures, while the report provides precision, recall, and F1-score metrics. Although the 

model achieves an 89% accuracy across gesture classes, certain gestures, such as "Pose6" 

and "Pose7," show lower recall, indicating areas for improvement. 

3.5 Simulation and Testing Using Carla 

(i)  Setup and Scenario Testing 

The system is also tested in Carla simulator under various conditions including poor 

lighting, fog, and traffic. Reenacting these situations allows the model to generalize well to 

real-world problems. In the Carla environment, they are able to evaluate the performance of 

the self-driving vehicle to different types of gestures, and the accuracy of the vehicle 

following human instructions. 

(ii) Decision-Making Logic 

It is able to control the vehicle in response to the recognized gesture. For instance, if it 

receives a "Stop" sign, it stops, and upon receiving a "Turn Left" sign forces the left turn. 

Safe and reactive navigation is addressed through an implementation of the decision logic. 

3.6 Performance Optimization 

(i) Asynchronous Process and Multi-threading 

In the latter, its functionality is improved through multi-threading to process video frames 

and to perform gesture detection concurrently. This provides for smooth real time, no delay 

operation. The FPS counter helps to maintain the adequate operating experience in Realtime 

driving. 



(ii)  Quantization and Pruning of the Model 

To deploy the model on edge devices, quantization and pruning methods are used. This 

compresses the model size and speeds up inference while keeping the accuracy high. 

3.7 Deployment and Integration 

(i) Integration with Vehicle Systems 

The gesture recognition system communicates with the car's control unit over MQTT or 

ROS protocol. This allows the vehicle via the controller to be instructed pursuant to the 

detected gestures and to execute these. 

 (ii) Real-Time Monitoring Using Streamlit 

Linking the detected gestures and FPS are shown in the real-time manner, which enable the 

Streamlit interface ready for practical implementation. This also helps you develop and 

watch the operation of the vehicle in the field. 

3.8 Future Enhancements 

(i)  Dataset Expansion and Fine Tuning 

Secondly, the dataset will be expanded with richer gesture diversity, challenging conditions 

and scenarios. It would also mean that our model would cofinue to get even better and better 

following fine-tuning on this augmented training set.  

(ii) Advanced Sensor Fusion 

Algorithms of the proposed system could be enhanced by investigating higher fusion 

procedures between GPS information, LiDAR information and camera one leading to their 

capability of making decision on-the-fly in a highly complex environment.  

(iii) Field Tests and Applications 

The ultimate stage will place the system in testing on autonomous vehicles to test the system 

outside simulation. Learnings from these tests will refine the model and the process of 

deployment. 

4 Results and Discussion  

The TMODEL was trained and validated for 130 migration epochs to ensure the system’s 

performance. The important points are shown in the accuracy graph and the confusion matrix 

in the final evaluation. 

4.1 Model Accuracy Analysis 

The accuracy plot (see Fig 2) shows the learning curve for both training and validation datasets: 

Training Accuracy: 

The training curve shows very good, consistent performance throughout 130 epochs and by the 

end of training the accuracy is approximately 87%. The curve is increasing smoothly, 

representing that the model does learn patterns from the dataset without over fitness. 

 



Validation Accuracy: 

The validation accuracy surpasses the training accuracy early in the training process, stabilizing 

around 90% toward the final epochs. This suggests that the model generalizes well to unseen 

data. The minor gap between training and validation accuracy indicates that overfitting is 

minimal, thanks to the use of dropout layers and regularization techniques. 

The final accuracy values are: 

● Training Accuracy: ~87% 

● Validation Accuracy: ~90% 

 

Fig .2. Model Accuracy Graph. 

4.2 Confusion Matrix Analysis 

 

Fig. 3. Confusion Matrix. 

The confusion matrix (see Fig 3) provides insight into the model's performance across the eight 

gesture classes, with the following key findings: 



High Performance on Core Gestures: 

Pose1 (Stop vehicles from left and right): 222 correctly predicted out of 238 samples, with 

minimal misclassification (only 10 samples predicted as Pose7). Precision and recall for Pose1 

remain high, showing the model's robustness in recognizing this critical gesture. 

Pose3 (Stop vehicles from behind): 214 out of 219 samples were correctly classified. This strong 

performance highlights the effectiveness of the MoveNet Thunder model in detecting critical 

stopping gestures. 

Challenges in Specific Classes: 

Pose6 (Start vehicles on T-point): Some confusion is observed between Pose6 and Pose7, with 

30 samples misclassified. This indicates that the two poses might share similar body postures or 

be difficult to distinguish under certain conditions. 

NoPose (Unknown Pose): Out of 52 samples, 16 were misclassified as Pose2. This suggests that 

in some cases, insufficient pose information led to false classifications. 

Misclassification Patterns: 

Pose2 and Pose4 show occasional misclassification into neighboring gesture classes, which 

could be attributed to visual similarities in hand and body movements. The confusion between 

Pose6 and Pose7 indicates the need for additional training data or fine-tuning the classification 

threshold for these specific poses. 

4.3 Quantitative Results 

Table 1 shows the Classification Performance of Traffic Police Gesture Classes. 

Table 1. Classification Performance of Traffic Police Gesture Classes. 

 

Class 
Total 

Samples 

Correctly 

Classified 
Misclassified 

Top 

Misclassification 

NoPose (Unknown 

Pose) 
52 36 16 Pose2 

Pose1 (Stop from sides) 238 222 16 Pose7 

Pose2 (Stop from front) 221 193 28 Pose1 

Pose3 (Stop from 

behind) 
219 214 5 Pose2 

Pose4 (Start from left) 216 209 7 Pose5 

Pose5 (Start from right) 196 172 24 Pose4 

Pose6 (Start on T-point) 158 117 41 Pose7 

Pose7 (Stop from 

front/back) 
228 203 25 Pose6 

4.4 Discussion and Insights 

The results indicate that the MoveNet Thunder-based gesture recognition system performs 

exceptionally well across most gesture classes. The high precision and recall for critical gestures 



like "Stop" and "Start from Left/Right" demonstrate the model's reliability in real-time 

applications. 

However, misclassification between Pose6 and Pose7 suggests a need for: 

1. Additional training data for these specific classes to help the model differentiate 

between subtle variations. 

2. Fine-tuning the decision boundaries between similar poses to improve 

classification accuracy. 

To mitigate false positives, it is also used the Haar cascades for face detection, in order to 

trigger GDK only when a correct human gesture is detected. But, further sensor fusion (ref 

LiDAR and GPS integration) can also improve the vehicle performance in scenes where the 

illumination is poor or under the foggy weather. 

On the whole, the model is correct 89% of the time, indicating a promising trajectory for using 

it in an out-of-the-lab environment such as on a actual self-driving car. After some extra 

refining, especially processing the similar positions (Pose 6, and Pose 7), the system can be 

made to approach higher reliability. The use of Carla Simulator to test the proposed system 

demonstrates that the system is ready to accommodate different traffic environments, and can 

be integrated with a control system for autonomous vehicles in Indian traffic environment. 

5 Conclusion 

On the other hand, the Traffic Police Hand Gesture Recognition System has been implemented; 

with the use of TensorFlow model- MoveNet Thunder, the system is expected to be deployed 

in the real-world use case (say autonomous vehicle) by correctly inferring more complex hand 

gestures involved in the Indian traffic. The system, which has an average accuracy of 89%, is 

consistent over the core gestures, and so has the potential for safe and efficient vehicle direction. 

Nevertheless, there are occasional minor misclassifications of similar poses including Pose6 

and Pose7 which prompt the importance of expanding the dataset and optimizing the model. 

The testing in Carla simulator ensures the robustness in different environmental scenarios and 

makes this system prepared for integration into the control system of autonomous vehicle and 

can help us improve the safety of human-managed traffic scenario. 
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