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Abstract. In this work, we have presented a Multi-Fusion Deep Learning Framework for 

plant disease diagnosis by addressing the challenge of accurate detection using multiple 

types of sources. The current research combines several image-based input data from the 

Plant Village dataset and environmental and field data (e.g., weather and soil conditions). 

The Hybrid Feature Extraction method combines pre-trained models with handcrafted 

features that incorporate Histogram of Oriented Gradients. Additionally, the multi-branch 

CNN architecture is further developed with a spatial attention mechanism on disease-

affected regions. Furthermore, the ensemble of models is based on the use of weighted 

averaging and stacking to enhance the quality of prediction. The model offers a superior 

application of transfer learning to adjust to new patterns of illnesses based on the type of 

disease and incremental learning is added to make the model innately adjusted over time. 

Furthermore, explainable AI methods, like Grad-CAM and SHAP, are applied to the 

model to explain a rational choice. The framework is evaluated on Accuracy, Precision, 

Recall, and F1 score as the evaluation matrices along with real-world validations via field 

trials. This approach offers a holistic solution to the efficient and scalable 

implementation of plant disease detection in Precision Agriculture. 

Keywords: Plant Disease Detection, Deep Learning, Ensemble Learning, Transfer 

Learning, CNN, Feature Extraction, Explainable AI, Precision Agriculture Learning. 

1 Introduction 

Plants are crucial for balancing our ecosystems and for securing food supply for the global 

population. However, many diseases threaten hundreds of types of plants, severely 

diminishing agricultural production. In addition to degrading attacks on crop yields, the 

diseases directly affect the lives and income of farmers. Plant disease detection and diagnosis 

at the earliest possible stage is crucial to diminish the impact of the diseases and sustain the 

good health of plants throughout the agriculture landscape. This has been traditionally 

performed by specially trained experts via visual examination, which is time and energy-

consuming and often subject to human error. Therefore, many researchers decide to automate 

the process. Spectacular technology advancements in machine learning, computer vision, and 

other fields have paved the way for revolution in plant disease detection and monitoring 
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systems, allowing for detection of symptoms and fast and scalable monitoring. While 

promising, these methods are remaining imperfect and challenging to generalize to ensure 

high accuracy across the wide range of plant variation and environmental factors. Moreover, 

real-world integration has emerged as a huge hurdle. 

This research focuses on the application of deep learning algorithms for the detection of plant 

diseases using images of leaves and other plant parts. The major contributions of this work are 

as follows: 

Building a strong deep learning model: This study suggests a new deep learning-based method 

for plant disease classification that makes use of convolutional neural networks (CNNs) to 

increase accuracy and generalization across a range of plant species and disease stages. 

Enhanced data augmentation techniques: The study intro- duces advanced data augmentation 

strategies to overcome the limitations of small or imbalanced datasets, thereby improving the 

model’s ability to generalize to unseen data. 

Cross-species disease detection: By testing the model on multiple plant species and disease 

types, this research demonstrates the versatility of the approach in detecting a wide array of 

plant diseases, addressing a key limitation in previous studies. 

Real-time detection system: The research aims to develop an efficient real-time plant disease 

detection system that can be deployed on mobile or edge devices, facilitating on-site diagnosis 

for farmers and agricultural practitioners. 

By leveraging deep learning and computer vision, this study aims to contribute to the 

development of automated, scalable, and accurate plant disease detection systems. The goal is 

to provide a practical solution that can be integrated into everyday agricultural practices, 

helping farmers take preventive actions before disease outbreaks cause significant damage. 

2 Related Work 

In their research, Pedapudi Nagababu et al. [1] proposed a comprehensive framework for plant 

disease diagnosis and detection based on deep learning. They processed plant leaf 

photographs with the help of Convolutional Neural Networks which made it possible for them 

to detect diseases like leaf rust and powdery mildew with a high level of performance.  

The authors used nearly 75,000 photographs to train the model. Their findings show that early 

identification could substantially boost the efficacy and sustainability of farming. Still, the 

researchers noted the difficulty of integrating climate data and the necessity of a farmer-

friendly user interface.  

Shoibam Amritraj et al. [2] introduced an automated and fine-tuned image detection and 

classification system for plant leaf diseases using a modified YOLOv5 model. The authors 

reported impressive accuracy and efficiency, highlighting the potential of deep learning in 

detecting plant diseases. How- ever, they noted challenges in handling diverse environmental 

conditions and ensuring real-time detection capabilities. 



Pandey Pallavi et al.” Farm Easy, A deep learning-based application for plant disease 

detection “ [3]. In this experiment, CNNs are used to classify Diseased and healthy categories 

of plants. It can identify diseases of high power such as powdery mildew and leaf rust with 

high accuracy. This platform shows promising signs of sustainability for an early detection 

system for diseases. However, the RR also mentions some weaknesses including the lack of 

scalability of the model and the interface between the user and the system. 

D. Yaswanth et al. [4] investigated the use of transfer learning for plant leaf disease 

classification. Applying a data set in “Plant Village,” the study has proven that pre-trained 

deep learning can diagnose integrating healthy leaves and sick ones well. They achieved high 

performance scores with their model yet cited difficulty in distinguishing visually similar 

diseases as well as the importance of more varied datasets. 

Barsha Biswas et al. [5] conducted a review of CNN- based approaches for plant disease 

detection. The authors emphasized the effectiveness of AI-driven solutions, including 

convolutional neural networks, for analyzing plant images and identifying disease 

symptoms. They noted the potential of transfer learning to enhance model performance but 

highlighted challenges in data availability and the need for standardized evaluation metrics. 

T. Sangeetha et al. [6] have proposed a new method of monitoring plant health: an automated 

detection and diagnosis system for leaf diseases. The study employed deep learning 

modalities models to attain top level accuracy in diagnosing of the disease and focused on the 

financial impact of early treatment. The authors recognized the high computational cost of 

their method and the requirement for optimization in the context of agriculture. 

Another example of an analytical review is the work of Sanjay Balwani et al. [7] The authors 

described smart plant disease detection and prevention systems based on machine learning 

algorithms, sensors, and decision support systems to promote sustainable agriculture. Balwani 

et al. also noted several factors, such as the scalability of analytical systems and the 

importance of strong validation. 

A. R. Deepa et al. [8] demonstrated a modified Mask R-CNN model of automatic recognition 

and categorization of plant leaf sickness. Since early identification is critical for ensuring food 

availability for all, this article demonstrated improved accuracy and more rapid lesion 

identification. The authors also outlined the difficulties of environmental conditions and the 

lack of training information. 

Kelothu Shivaprasad et al. [9], where deep learning models, VGG16 and VGG19 were 

discussed for plant leaf disease detection. The authors reported high ac- curacy, precision, and 

recall, prove the effectiveness of employing transfer learning for boosting performance. They 

also emphasized on the importance of various datasets and real-life validation to explore the 

issues in discriminating visually similar diseases. 

 

 



3 Proposed Methodology: Multi-Fusion Deep Learning Framework for 

Plant Disease Diagnosis 

To achieve this, we will take advantage of the strengths of ensemble learning, transfer 

learning, and multimodal data integration principles. Our method will consist of the following 

key steps, each of which was developed to solve the problems regarding the several aspects of 

the process of plant disease detection, from data collection to performance evaluation: 

Data Collection and Preprocessing: First, during the phase one; a diverse set of data sources 

is collected to ensure the generalizability of the model is broad. The set is obtained through a 

combination of publicly available plant disease datasets such as Plant Village. A subset of 

real-time filed images taken during farm visits to local farms is included, since the multi-

source helps to cover a wide range of plant species, diseases and environments. Second, 

several data preprocessing techniques are used. 

Image Augmentation: To address the challenges posed by limited data, advanced 

augmentation techniques like mixup, cutmix, and style transfer are used. These techniques 

increase the dataset’s size by synthetically generating images that simulate real-world 

conditions such as variations in lighting, occlusions, and noise. 

Multimodal Data Integration: In addition to the image data, environmental context is 

provided by integrating weather data (temperature, humidity, etc.) and soil nutrient 

information. This context enhances disease prediction by considering external factors 

influencing plant health. 

Feature Extraction and Pre-Processing: Feature extraction plays a critical role in capturing 

both global and local patterns in leaf images. The proposed approach uses a hybrid feature 

extraction method that combines deep features from pre-trained models with handcrafted 

features. This hybrid method allows the model to learn from both high-level deep features and 

low-level visual details. 

Hybrid Feature Extraction: A combination of pre- trained models like ResNet and 

EfficientNet is employed to capture global and fine-grained local pat- terns, respectively. 

Additionally, handcrafted features such as Histogram of Oriented Gradients (HOG) and color 

histograms are computed to capture local texture and color information in the images. 

Dimensionality Reduction: To decrease the high- dimensional feature space and increase 

computing efficiency while keeping the most crucial information, methods like Principal 

Component Analysis (PCA) and t-SNE are used. Fig 1 shows the Methodology. 



 

Fig. 1.  Methodology. 

Model Architecture: The model architecture is designed as a multi-branch convolutional 

neural network (CNN) to specialize in processing different feature types. The multi-branch 

approach allows the model to capture both global and local features separately and then 

combine them to make an accurate disease prediction. Fig 2 show the   Model Architecture. 

Multi-Branch CNN: The model consists of three branches, each focused on different feature 

sets: 



• Branch 1: Global Features - This branch utilizes ResNet to capture global patterns in 

the leaf images. 

• Branch 2: Local Features - EfficientNet is used to detect fine-grained, local features 

that may indicate disease symptoms. 

• Branch 3: Multimodal Data - This branch processes environmental data, such as 

weather and soil conditions, using dense layers to combine this contextual information 

with the image data. 

Attention Mechanism: To enhance the focus on disease- affected regions, a spatial attention 

module is incorporated. This mechanism helps the model learn to high- light the regions of the 

image most relevant for disease detection, improving the interpretability of the model’s 

decision-making process. 

 

Fig. 2.  Model Architecture. 

 

Ensemble Learning: Ensemble learning is used to combine predictions from multiple 

models, leveraging their complementary strengths to improve overall accuracy. The following 

ensemble methods are implemented: 

Voting Mechanism: The models trained on global and local features participate in a voting 

process. Every model casts a ”vote” for a specific disease class, and the final forecast is made 

for the class that receives the most votes. 



Weighted Averaging: The predictions from different branches are combined using a 

weighted average approach. The weight assigned to each model is determined based on its 

performance on the validation set, with better-performing models given higher weights. 

Stacking Ensemble: A stacking ensemble is employed where a meta-model is trained on the 

predictions of the base models. The meta-model learns the best way to combine the outputs of 

the base models, further boosting the prediction accuracy. 

Transfer Learning with Meta-Fine-Tuning: Pre-trained weights are utilized to initialize 

(i.e., bootstrap) the CNN branches using transfer learning with big data sources such as 

ImageNet. This method enables the model to make use of knowledge learned from other 

image recognition tasks and be adapted for plant disease detection. Meta-fine-tuning is 

utilized to fine-tune the pre-trained models slowly to fit the particular features of the plant 

disease dataset. 

Gradual Unfreezing: Initially, only the last few layers of the pre-trained models are fine-

tuned. As the training progresses, more layers are unfrozen to allow the network to adapt to the 

plant disease data. 

Differential Learning Rates: During fine-tuning, differential learning rates are applied, 

allowing the model to optimize the training process by adjusting the learning rate for each 

layer differently. 

Explainability and Robustness: Then, to ensure that the predictions made by the model are 

understandable and trustworthy, it is important that various explainability and robustness 

metrics are used in the system under consideration. These things will improve the 

transparency of the model’s decision-making and make it more reliable, especially when it 

comes to practical situations when one shall understand the reasoning behind the predictions. 

Explainable AI (XAI): For better understanding of our decisions, we utilize Grad-CAM and 

SHAP technologies. It allows visualizing what parts of the image had the most significant 

impact on the result of our model. Such an approach will make it clear for the user why his 

diagnosis is this, not the other way. As a result, the credibility of the system will increase. 

Adversarial Robustness: Moreover, adversarial training is also used to make the model 

robust to noise and deformation. This amounts to creating adversarial examples to mimic 

likely real-world perturbations, such that the model can learn to provide good predictions even 

in difficult circumstances. 

Performance Evaluation: The final phase involves evaluating the performance of the 

proposed model. Several evaluation metrics are used to gauge the accuracy, reliability, and 

efficiency of the plant disease detection system. 

Standard Metrics: The model’s performance is assessed using common measures including 

F1 score, recall, accuracy, and precision. These measurements offer a thorough insight of the 

model’s ability to distinguish between healthy and unhealthy plants. 

Field Trials: To assess the model’s real-world performance, field trials are conducted. These 



trials allow the model to be tested under varying environmental conditions, such as different 

lighting, plant species, and disease types, ensuring that the system can generalize across 

different scenarios. 

• Summary of Innovations: The proposed methodology introduces several key 

innovations that distinguish it from existing approaches: 

• Multimodal Data Integration: By combining both environmental and image data, 

the model gains a more holistic understanding of plant health. 

• Multi-Branch Architecture: This architecture specializes in capturing global and 

local features, leading to more accurate disease detection. 

• Explainable AI: By providing transparent and interpretable predictions, farmers and 

agricultural experts can better understand the reasoning behind disease diagnoses. 

• Adversarial Robustness: Training the model with adversarial examples ensures its 

reliability in real-world conditions, where noise or distortion may occur. 

The proposed Multi-Fusion Deep Learning Framework is a novel and effective solution for 

disease detection in plants. Using multimodal data, novel deep learning methods, and 

ensemble learning, this method combines and outperforms accuracy and robustness to create 

an adaptable solution for the constantly changing field of agriculture. The inclusion of 

explainability and adversarial robustness also makes this solution viable and applicable in 

real-world, resource-limited settings, able to be trusted and used with success. As a result, this 

method can have a high impact on the modern field of disease diagnosis in plants, helping 

farmers to better manage their crops. 

4 Experimental Results and Discussions 

About Dataset: This study uses the Plant Village dataset comprising thousands of labeled 

images of plant leaves of different species that are clinically diagnosed or declared as healthy. 

The dataset has more than 50,000 images and about 38 classes or plant species comprising 

common diseases such as early blight, late blight, bacterial spot, powdery mildew and many 

others. Additionally, each image under the dataset is either labeled based on the disease or 

marked healthy. The images presented in this dataset come in varying resolutions and have 

been pre-processed to a uniform size of 224×224 pixels to be compatible with the model 

training process.  

Furthermore, in addition to the image data, other metadata may be incorporated, such as 

environmental considerations to describe the factors that contribute to the diseases’ 

classification. Moreover, to ensure that the classifier model is validly evaluated, the dataset is 

split into training and validation in 70 and 15 proportions, respectively, and the rest left for 

testing. Moreover, data augmentation techniques such as random rotations, flips, brightness 

shifts were used to stabilize the model training process and improve generalizability. The 

dataset used in this study is large and diverse, and it is therefore suitable for undertaking the 

study as outlined. 



5 Results 

In conclusion, the proposed model incorporates state-of-the-art methods such as Hybrid 

Feature Extraction, Attention Mechanism, and Ensemble of Pre-trained Models to achieve 

this. The proposed model can also diagnose plant diseases with a high degree of accuracy and 

provide interpretations as to the extent of the disease and suitability for new data. In addition, 

with a combination of multimodal data and explain ability, the proposed model surpasses 

traditional ones such as YOLOv5, VGG19, and Mask R-CNN. (Table 1 show this). 

Table 1. Performance Comparison of Models for Plant Disease. 

Model 
Accura

cy 

Precisi

on 

Reca

ll 

F1 

Score 

YOLOv5-Based 

Detection 
90% 91% 88% 89% 

VGG19 (Transfer 

Learning) 
88% 89% 86% 87% 

Mask R-CNN 86% 87% 85% 86% 

Proposed Model 95% 96% 94% 95% 

6 Detection 

Compared to all these methods, YOLOv5-Based Detection has 90% accuracy, which is okay 

for real-time but multimodal data, and disease severity analysis was not feasible. Transfer 

learning with VGG19 offers an 88% accuracy rate, which is better in terms of pre-trained 

weights but lagged in computational efficiency and multimodal functionality. With 86% 

accuracy, Mask R-CNN stands first in segmentation tasks, but for classification, additional 

models were required, so execution is not optimal for end-to-end solutions. The existing 

results showed a 95% accuracy, 96% precision, 94% recall, 95% F1 score. The work’s 

contributions include the realization of complex datasets and the adaptability to different 

conditions for explainable prediction. 

In Fig-3, the performance of our approach is remarkable in comparison with existing 

techniques such as YOLOv5, VGG19 and Mask R-CNN. By incorporating hybrid techniques, 

the proposed model outperforms the traditional methods in terms of accuracy and precision. 

The heatmap (Fig-4) even more clearly displays the performance advantage of the proposed 

method on all measures. 

 



 

Fig. 3.  Performance Metrics of Models. 

 

Fig. 4.  Heatmap of Performance Metrics. 



From the header, it is evident that the performance is constantly rising as it maintained a 

higher outperform in the heatmap. This means that it was able to hit the highest bands of 

accuracy, precision, recall and, the F1 score, from 95% to 96% and 94% to 95% respectively. 

The proposed model outperforms the YOLOv5, VGG19, and Mask R-CNN that fit in the 

computational ability and making high computational requirements. An excellent balance 

between behavioural tendency and computational efficiency makes the proposed model ideal 

for plant disease detection. 

7 Conclusions 

The present research has developed a plant disease detection system using machine learning 

models, and more specifically deep learning models such as Convolutional Neural Networks 

employed for disease detection based on images. The crucial objective was to develop a 

model for distinguishing plant diseases effectively and with a high level of accuracy, thus 

contributing to the early disease identification and enhanced plant care behavior. The 

developed model has demonstrated high performance accuracy regarding differentiated kinds 

of plant diseases and distinguished between healthy and diseased plants rather well. It was 

essential to use transfer learning approaches with pre-trained CNN models and data 

augmentation techniques in order to develop a model with improved generalization 

capabilities. Still, there are several limitations to the current research. The dataset used for the 

model development process does not include all possible plant species and diseases. As a 

result, it is unclear if the model can expect diseases in all relevant plants or in unfavorable 

conditions. Moreover, there still are unresolved problems related to image quality level and 

input image resolution, which may significantly impact system performance in real-life 

conditions. Thus, further research on model improvement under different conditions would be 

beneficial. For the future, the research could include expanding the dataset to cover more 

types of plants and diseases. Finally, additional research on hybrid machine learning models 

could help increase detection accuracy and efficiency. 
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